1. Introduction

Modifying the musical structure of existing polyphonic pieces would create new dimensions in sound processing. By splitting a recording into its source instrument signals we could fix arbitrary notes in any recordings or simply modify the melody of an instrument in a polyphonic piece.

The problem lies in the fact that although it is possible to record a musical event using many microphones, this is not common for various reasons, apart from some exceptions in pop music. Moreover, multitrack recordings are also mixed down to two channels (stereo) in most of the cases, which practically renders any attempts to modify the original tracks useless. After this step the individual notes in the recording cannot be modified, only the whole signal can be altered using different kinds of filters.

In our research we have developed a sound source separation system that allows for the separation of arbitrary note signals from the remaining part of the mixture. The musical notes of interest can be selected by the user, while the other notes remain in the mixture unaltered. This approach makes our separation system particularly applicable for fixing bad notes in existing recordings.

As reliable automatic musical transcription and instrument recognition is out of reach of today’s technology, in our work we allow a reasonable amount of user input and processing time to achieve better separation quality. User input involves entering the musical score (note onset/offset, frequencies, used instruments). Due to the nature of real-life music, this input will never be 100% accurate, even if the user is presented with some kind of hint about the concrete recording (e.g. a spectrogram is plotted and shown to the user). However, it can be precise enough for getting a first rough estimate on the note parameters in the recording.

There is a great need for complementary information in sound separation in addition to the raw sound signal that is being processed. The complexity of separation lies in the fact that the information we would like to retrieve from the original signal is actually not present. Significant amount of research work has been devoted to regaining the lost information in different ways.

Model based systems represent a very promising approach. In this category a parametric model of the input sources is established that serves as a set of constraints on the output signals. The model parameters are obtained from the mixture itself. The two main branches of this area are rule-based algorithms [1] that use prior information to build the model, and Bayes estimation [2] where prior information is explicitly given using probability density functions. In music applications, the most commonly used approach is sinusoidal modeling which suits the separation of pitched instruments and voiced speech very well [3].

Unsupervised learning methods usually operate on the basis of simple non-parametric models, and require less information on the original sources. They try to gather information on the source signal structures from the mixed data itself using information-theoretical principles, such as statistical independence between the sources. The most common approaches used to estimate the sources are based on independent component analysis (ICA), non-negative matrix factorization (NMF), and sparse coding. These algorithms usually factorize the spectrogram (or other short-time representation of the signal) into elementary components. This is followed by clusterization that builds the separated output channels from the elementary components.

This paper proposes a separation system that is based on the model-driven approach. A global architecture is given for the proposed separation system, while its parts are also discussed in detail. The established model, the instrument print is elaborated along with the Simplified Energy Split algorithm that distributes the energy of the mixture between the output channels. The separation system is capable of separating note signals sharing the same fundamental frequency which is unsolved by most of the other separation approaches.
2. Overview of the separation process

The separation system operates in frequency domain. For that reason all signals have to be transformed between time- and frequency domains at the inputs and outputs of the system.

In addition to the usual STFT we also employ the frequency estimation method proposed by Brown [7] which provides a much more precise spectral image than the standard STFT spectrogram. This method is elaborated in [8] in more detail.

The system can operate in two modes. In the first mode, the instrument print creation mode, the system takes sample waveforms from real-life instruments and transforms them to a representation that will later be useful for separation purposes. For this purpose we propose the instrument print model that is based on the bandogram representation of instrument sounds [8]. A bandogram is similar to a spectrogram in many respects, it can be obtained by summing the latter in certain frequency ranges. For separation purposes we need sets of instrument bandograms from each instrument playing in the musical piece to be separated.

Fig. 1 depicts the signal flow and blocks of the process, while the notations used are explained in Table 1. Section 3 elaborates the details of bandogram and instrument print creation.

The second operation mode of the system, the separation mode, is depicted in Fig. 2. It extracts individual note signals from the source recording using three inputs: the original music, the musical score that is entered by the user, and the instrument prints that were created in the first operation mode. The most important blocks are the Simplified Energy Splitter (SES) and the beating-correction. The task of the SES is the redistribution of the energy in the recording between the output channels. The signals created by the SES often suffer from beating. This phenomenon is already present in the original recording; however, it gets noticeable only in the separated signals. The beating correction step targets to eliminate this artifact, which is covered in Section 5.

3. Instrument Prints

Even today we do not have complete knowledge about the process of human hearing. Most of the research concludes that our brain stores some kind of memory of instruments [9]. This extra information helps us recognize the melody in a complex mixture. In the process of sound separation as well we need extra information, therefore we try to copy the operation of the human brain. Our instrument model reflects this idea.

The proposed instrument model, the instrument print, is a set of instrument samples originating from the same instrument using different frequencies and intonations (blowing strength of the flute, hardness of the piano key hit etc.) Each print may contain one or more orthogonal intonation dimension, depending on how ‘freely’ a specific instrument can be played.

There may be e.g. a ‘warmth’ and a ‘loudness’ dimension for saxophone notes, the values of which range from 1 to 10. These dimensions cannot always be defined in mathematical terms; very often they can only be labeled...
by subjective ones, like the two above. In short, an instrument print is much like a collection of samples of different $f_0$ fundamental frequencies and different values in the intonation space. It can be illustrated by the following function:

$$\Delta(M, f, f_0, t)$$

where $t, m, f_0 \in \mathbb{R}^+$, $0 < m < m_{e, \text{max}}$, $0 \leq t < \infty$, $0 < f, f_0 \leq 20000 \text{Hz}$.

This function shows how amplitudes change over time ($t$) over the frequency range ($f$) for a specific note played on a certain $f_0$ fundamental frequency and played with intonation $M$.

In reality it is sufficient to store the sum of the amplitudes in certain frequency bands. This representation is called a bandogram. The subbands are aligned on a logarithmical frequency scale. A bandogram can be defined as:

$$A_{M, f_0, b} = \sum_{\rho(f_0, f, b)} c_{k, b}$$

where $c_{k, b} = f_0$ and $f_0$ are the amplitude and estimated true frequency of the $k^{th}$ component. $\rho(f, f_0, b)$ is true if the distance of $f$ and $f_0$ is exactly $b$ subbands, where $b$ is calculated as:

$$b = \log_2 \frac{f_0}{f_{b,0}}$$

The width of the frequency bands is specified by $R$, that is, the number of bands per octave. In our experiments we concluded that $R=12$ provides good enough resolution in frequency, and it is also easy to understand as an octave consists of 12 semitones. In reality we cannot store all the possible samples of an instrument. Missing samples can be calculated by interpolation.

4. The separation problem

As the solution for the separation problem is extremely complex, if at all possible, here we propose a simplified solution that makes the separation possible at the expense of slightly lower quality. Let $s = \left\{ c_{t, k} : e^{\sigma_{t, k}} \right\}$ denote the spectrum of the recording at time $t$ ($t \in \mathbb{N}$), $s_{\text{rec}} = \left\{ s_{\text{rec}, k} : e^{\sigma_{t, k}} \right\}$ and $d_{t, k} = \left\{ d_{t, k} : e^{\gamma_{t, k}} \right\}$ denote the spectrum of the $i^{th}$ note and the noise component, respectively. The original separation can be formed as:

$$c_{t, k} = \sum_{\gamma_{t, k}} s_{\text{rec}, k} + d_{t, k}$$

where $c_{t, k}, s_{\text{rec}, k}, d_{t, k}, \sigma_{t, k}, \gamma_{t, k} \in \mathbb{R}^+$.

As (4) cannot be solved without any further constraints, it will be simplified in a way that the resulting quality loss is barely noticeable. Previous research [10-12] concluded that the human ear is insensitive to the phase information of sound signals as long as phase continuity is guaranteed between subsequent frames.

Based on these findings, (4) can be modified by eliminating the unknown $\sigma_{t, k}$ and $\delta_{t, k}$ phases:

$$\gamma_{t, k} = \sigma_{t, k} = \delta_{t, k}$$

thereby modifying (4) to the following form:

$$c_{t, k} = \sum_{\gamma_{t, k}} s_{\text{rec}, k} + d_{t, k}$$

where we are looking for the values of $|s_{\text{rec}, k}|$ and $|d_{t, k}|$ for each $t, k$ if $|c_{t, k}|$ and $\gamma_{t, k}$ are known.

Using the proposed simplification results in a slight quality loss: beating caused by notes that are located on close frequencies is not resolved directly. This artifact is handled by a post-processing step.

5. The Simplified Energy Splitter

This section describes the heart of the separation process, the Simplified Energy Splitter. The SES has the task of redistributing the energy in the source recording between the output channels, the separated note signals, using the instrument prints. The right prints are selected using the score, intonation and instrument information given by the user.

We propose the following iterative algorithm for the separation. We start with the spectrogram ($s$) of the original recording. Each output track will be denoted by its spectrogram (zero in the beginning). In each step a fraction of the amplitude content in the selected bandograms is transferred from the amplitude spectrum of the recording to the separated note signals into the right frequency band. The amount of transferred amplitude is a $\delta$ fraction of the energy in the used instrument prints. May the recording no longer contain enough amplitude, then the full remaining energy is transferred. $\delta$ can be calculated as:

$$\delta = \frac{A_{M_{t, f_0, b}} (rT - T_{\text{set}, t})}{\sum \rho(f_{\text{rec}, f_0, b})} \cdot \frac{1}{J}$$

Each iteration comprises $J$ substeps, where $I$ denotes the number of instruments in the time frame. In one substep we transfer amplitudes to one output channel only. The amplitude content of the recording in the $d^{th}$ iteration and $i^{th}$ substep is as follows:

$$c_{j, t, k, r} = \begin{cases} \rho(f_{\text{rec}, f_0, b}) \cdot \max(0, 1 - \delta) \cdot c_{j, t, k, r} \\ \	ext{otherwise} \end{cases}$$

The amplitude content of the $i^{th}$ note is:

$$S_{i, t} = S_{i, t} + (c_{i, t, i, r} - c_{i, t, i, r})$$

The reason for using an iterative algorithm is as follows. In the case of one-step amplitude transfer we may encounter cases where the right amount of amplitude is transferred to the track of a loud output note while the amplitude content of the recording decreases to zero, thereby leaving no amplitude for other notes. This case can be avoided by transferring only a fraction of...
the required amplitude in each step, ensuring a fair division of the energy between the outputs. The algorithm is elaborated in earlier publications [8].

Cancellations in the recording are much more audible after separation. However, in most cases this artifact can be eliminated by postprocessing. By comparing the separated signals to the instrument prints the cancellations can be located and amplified back to the right level.

6. Test results

The performance of the separation system was inspected using synthetic tests. Our test system is depicted in Fig. 3. We used the instrument sample collection of the University of Iowa [13] that contains 3841 different samples of string, woodwind, brass and keyboard notes.

In each of our tests a random set of instrument note waveforms were selected. The waveforms were converted to instrument prints. The selected samples were then mixed together and fed to the separation system as the input recording. The separated outputs were then compared to the original samples using two different measures.

The first measure is the conventional Signal-to-Distortion Ratio. The original time-domain signal is subtracted from the output, and this residual is compared to the original signal:

$$ SDR_t = 10 \log_{10} \frac{\sum s_{orig}^2(n)}{\sum [s(n) - \hat{s}_{orig}^i(n)]^2}, \quad (10) $$

where $s_{orig}$ and $\hat{s}_i$ denote the waveform of the original and the $i^{th}$ separated signal, respectively. The second measure operates in frequency domain using the same principle:

$$ SDR^f = 10 \log_{10} \frac{\sum_{f=0}^{F} \sum_{\tau=0}^{\tau_{max}} s_{orig}^f(\tau)^2}{\sum_{f=0}^{F} \sum_{\tau=0}^{\tau_{max}} [s_f(\tau) - \hat{s}_f^i(\tau)]^2} \quad (11) $$

The results are shown in Fig. 4. In the case of two concurrent notes the performance of the system is 15 dB which slowly degrades as the polyphony increases.

Beside the level of polyphony the other important factor influencing the separation quality is the quality of the instrument prints. Our experiments were repeated using incorrect prints sampled from the same instrument type but not of the very same instrument (e.g. using a different brand of piano). In this case the measured quality was 2 dB lower.

![Fig. 3. The test system](image1.png)

![Fig. 4. Test results](image2.png)
7. Summary

We have developed a method for separating the signal of single instrument notes from a recording using pre-recorded instrument prints. The global system architecture of the separation process was given, along with the description of its building blocks. We have established a simple, yet powerful model for storing instrument prints, and the Simplified Energy Splitter was proposed as an algorithm for solving the energy redistribution problem. We have demonstrated the potential of the system on synthetic and real-life test cases. Simulation experiments on generated mixtures of pitched real-life musical instruments were carried out. In these experiments we obtained an average SDR above 18 dB for two simultaneous sources, and the quality decreased gradually as the level of polyphony increased.

Example waveforms of the synthetic tests as well as real-life separation results can be downloaded from http://avalon.aut.bme.hu/~aczelkri/separation.
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