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EDITORIAL

T
he last decade from 1984 to 1994. has resulted in 
a vast number of general changes in telecommunica-
tions. The changes are covering not only the field of 

technical development but political, economical, business, 
psychological, social problems too. There is a very close 
correlation between the different factors influencing the 
new tendencies in telecommunications. All those changes 
have had also an impact on the network planning. It is 
interesting to survey the five different factors modifying the 
process of network planning. 
• The change of legal background: deregulation or rereg-

ulation, and the free competition. 
• The great variety of technical possibilities, and the 

definitive role of software in the network management, 
and in the telecom equipment. 

• The opinion, or the need of the users defines the 
probable success of new services. 

• The competition and the new services force the service 
providers to fit the network to the real needs. 

• The main task of network planning is now to fulfil the 
requirement of the service provider as soon as possible 
because the revenue of the operating companies has 
became of much higher priority. The time factor 
is one of .the most important parameters. In order 
to create the revenue it is not enough to find the 
minimum investment cost but it is necessary to achieve 
the possible highest usage of the network as well. 
Due to the above written legal, business and technical 

changes the network planning procedure must be based 
on a new concept. The presently applied network planning 
strategy was discussed at the Sixth International Network 
Planning Symposium, which was held 4th-9th September 
in Budapest. This event is giving a special actuality of the 
topic. 

Looking back to the history of the Network Planning 
Symposia, we can see that the contents of the symposia 
have changed considerably, reflecting the circumstances 
and the importance of the different problems. In 1979, 
when we began to organise the first symposium, the main 
issue was the application of computers in the economic 
planning of networks. Part of the lectures treated the 
theoretical methods and their realization by programmes. 
The introduction of new equipment such as the SPC ex-
changes, the role of the digital transmission, of the fibre 
optic telecommunication and of the radio communication 
figured among the subjects. It was clear from this fact that 
the conference tried to find solutions for the issues of the 
rapid quantitative growth. The proper organization of in-
vestment, the selection of appropriate network structures 
and the selection of the related equipment received prior-
ity. The problems of the equipment selection was char-
acterized by the acronym DOMSAT, which describes the 
objectives of Digital, Optical, Microwave, Satellite, Autom-
atization. Based on the results of the Conference in Paris 
in 1980, the problems of the operational costs were put 
forward in 1983 in Brighton. The economic attitude had a 
decisive impact on the following symposia, too. The price 

of electronic products dropped. The distance to be cov-
ered had no significant impact on the cost of connections. 
When we held the Third Network Planning Symposium in 
Florida, a new planning aspect came to light. How can the 
costs of the ground, the building and infrastructure be re-
duced by applying eventually longer connections? At that 
time the minimization of investment costs received a new 
meaning. The quality of operation and service became 
the main aspect. It was raised then that in many fields 
of the economy, the administration, the commerce and the 
corporate-technological telecommunications and informat-
ics became an organic part of the technological processes 
of companies. Therefore the break-down of telecommu-
nications could cause incorrigible troubles and jams. As a 
consequence of the growing importance of telematics the 
restoration of transmission routes and the completion of 
the network by redundant elements became a problem to 
be solved. In Florida and Mallorca, the main themes were 
the minimization of the life cycle cost and the continuous 
operation as well as the optimization of the revenue. 

In the meantime telephony that is voice transmission 
looses its monopolistic position. The range of telecom-
munications services has been enlarged: text transmission, 
image transmission, connection between computers and 
several operational task of control and alarming enlarges 
the spectrum. The subject of networks appropriate for the 
transmission and connection of different new information 
pieces was brought to focus. In 1992 the Tokyo conference 
can be characterized by the broadband transmission and 
switching, supporting the new types of information transfer 
without band-width limitations. 

In 1994 at the Budapest symposium the papers reflected 
a new general change. The Symposium promoted in a 
higher class. Using and repeating the subjects of the ear-
lier conferences now we discussed a higher level of net-
work planning, the strategic level. The above mentioned 
five reasons directed the interest to the business. It means 
that the deregulation, competition and the market oriented 
development must change the thinking of the network de-
signers. The social aspects of telecommunications, and 
therefore the question of application requires more and 
more attention besides technical issues. The new strate-
gic concept has also an influence on the technical devel-
opment. The acronym word characterizing our present 
tasks is VIP, that is Video, Intelligence and Personal. This 
acronym shows that from the earlier technology oriented 
targets telecommunications turned to a service orientation. 
The appearance of intelligent network provides greater 
choice of services to users and ensures more comfort for 
them. Not only the comfort but also the mobility is a need. 
For satisfying these requirements, the issues of mobile and 
personal networks, network management and the quality 
of services received a primary role. 

Network planning became a sophisticated task. The 
economic, legal, financial, social and technical environ-
ments have impact on several steps of the process. There-
fore it is not possible to solve the problem with simple op-
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timizing algorithms. Influencing factors must be weighted 
and a strategy is necessary based on the risk analysis, and 
"game theory". These general statements can be supple-
mented by some practical rules. The following directives 
can be used in the course of network planning and imple-
mentation: 

1. The greatest impact on network planning has a 
legal origin. The free market is taking over the place of 
the state owned monopoly. The competitive environment 
emphasizes the speed of the installation of the network. 
It makes necessary to evolve methods promoting the fast 
implementation. So the operator can enter and win new 
promising markets realizing new revenue sources. But the 
incertainity of the real needs, and the hardly forecastable 
future tendencies are working against the quick service 
provisioning. Therefore risk analysis became a part of 
network planning. Either the planning must be versatile 
or the service provider should take over the risk and he 
gives the specification for the network planners. 

2. The large scale of possibilities offered by telecommu-
nications can be used only if it is working safely without 
any disturbances. The customer can trust in the service 
provider only if the services are really reliable. There-
fore the reliability calculations became an important tool 
in the hands of the network planner. So the use of re-
liable network structures and self-healing solutions have 
got priority. Further-on the realization of the result of the 
reliability calculation enhances the importance of the in-
troduction of new maintenance methods and the network 
management. 

3. The new technology can, be used to achieve the 
tasks drafted in 1 and 2. It is possible to choose from the 
great variety of the offered new technical solutions. The 
choice is not simple but on the symposia some promising 
technologies were emphasized. The ring network, the 
cross connect technology, and the SDH transmission 
method in the present situation is offering quick rerouting, 
dynamic and flexible change of configuration. At this point 
the introduction of ATM technology will have dominant 
role in the future. It improves the flexibility of the 
network, which is an important factor in the competitive 
environment, and supports the cooperation of telecom and 
entertainment networks. 

4. To plan a user-friendly network was the aim of the 
symposia. It seems to be in conflict with the business ori-

entation of the service-provider. The user can accept the 
competition only if it is combined with cooperation. The 
interoperability and interconnection of networks belonging 
to different operator is a must. To serve the customer with 
services fitted to their personal and changing wishes, and 
needs can be done by softwares. The intelligence of the 
stored programm controlled exchanges can extended to the 
whole network. These intelligent networks (IN) can fulfil 
the wishes of the customers and enlarge the income of the 
service providers. The mobile service is a not neglible part 
of the telecommunication. The mobility is based also on 
IN features. 

5. The specially tailored, customer oriented services, the 
planning and operation are developing too. To match the 
network to the above listed targets some computer aided 
process must be used. The operation support systems are 
based on sophisticated information methods, which include 
not only data of telecommunication origin but also the 
geographical information systems (GIS) and some business 
data. 

Beside the five general points characterizing the plan-
ning and maintenance of telecom network, there was some 
interesting minor points. One of these is a surprising state-
ment supporting the development of services. It had a 
human engineering content: not only the low price can 
enhance the usage of a service but the simplicity of the 
user interface has a decisive impact as well. 

In this issue we don't want to repeat any paper from 
the Proceedings of the symposium discussing the planning 
of user friendly networks but we asked some of the past 
(E. Falconer, K. Ward) and present (K. Mase) members of 
the International Scientific Committee to write a special 
paper for the Journal on Communications. We asked 
some speakers, who discussed a really perspective topic to 
give us a more detailed version of their talk (G. Kimura, N. 
Seel, V. Pizzica, J. Orlando). Last but not least I received 
a paper which is independent from the Networks which, 
however, fits excellently to this issue (E. Wollner). 

I hope that the friendly international cooperation will 
help in building a new reliable, broadband network con-
necting every country of the world. It will support the 
building of the information society, which is not a target 
for itself, but it is also paving the way leading to a higher 
quality of life. 
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A major challenge for global carriers is the rapid translation of 
emerging technologies into advanced global networking capabilities, 
to offer a portfolio of global information services at affordable 
prices. The international carriers are responding to this challenge 
by aggressively addressing three key aspects of technology. These 
aspects are transport, interoperability, and networking. Since global 
networks are not only technologically complex, but involve many 
regulatory and economic constraints, it is important to understand 
the framework in which the challenge is addressed. Each country 
has a history of different standards; they typically are at different 
stages in their telecommunications infrastructure development, and 
indeed, the customers operating in these environments have different 
expectations. The international market is also very dynamic, shifting 
and expanding rapidly as networks are privatized, new competitors 
emerge, and strategic alliances are formed. It is important to 
understand how these various forces impact the emerging information 
technologies. This paper attempts to put the new technologies 
and forces in perspective, and demonstrates how, in spite of all 
the complexities, the international network infrastructure is rapidly 
advancing to support the emerging information needs. 

1. INTRODUCTION 
Multi-national corporations today use computers and 

computer networking to collect and disseminate informa-
tion associated with essentially all aspects of their business 
activities. The airline industry, financial institutions, real 
estate, construction, small businesses, heavy industry and 
health-care are just a few examples of heavy information 
users. In fact, virtually all US businesses rely on processing 
of information. Personal computers, workstations, termi-
nal devices, databases, and numerous application specific 
software tools are now part of many companies' day to day 
operations, supporting various data applications. High-
bandwidth information-based applications such as multi-
media and virtual networking are emerging, although they 
are still in their infancy. For example, the whole area of 
multi-media has grown significantly in the past few years to 
encompass many applications, ranging from simple graph-
ics and images to full-motion video and workstation-based 
video conferencing. In the early 1980s, all these applica-
tions were considered truly visionary, but now interactive 
access to public video servers supporting broad-band ap-
plications such as movies-on-demand and electronic-games 
are being piloted throughout the world. These advanced 
information applications have been placing increased de-
mands on the telecommunications infrastructure as their 
use becomes widespread. 

Since effective access to information is now key to 
productivity in a competitive market place, interconnection 
of various geographically dispersed information sources 
becomes very important. This interconnectivity is provided 
by the Local Area Networks (LANs) and Wide Area 
Networks (WANs). There are three basic issues regarding 
interconnectivity. The first one deals with the fundamental 
engineering issue of the transport medium over which 
the communications will take place. Interoperability, the 
second of these issues, lies on top of the transport, 
and deals with transmission of information with efficient, 
reliable, secure, high-performance protocols, connecting 
many different technologies. In addition, interoperability 
addresses the operations and management aspects of the 
network. The third issue is networking, which deals with 
switching of information from one node to another in a 
network. The challenge is transparent switching of various 
types of information with different throughput, bandwidth, 
delay and performance requirements. 

In this paper, we identify these three dimensions, namely 
transport, interoperability and networking of the interna-
tional network infrastructure as being crucial to support 
the information revolution underway in national networks 
[1]. Although, each individual dimension is very broad 
and spans many topics, we will attempt to focus on se-
lected areas per dimension. In terms of the transport net-
work infrastructure, the essential elements are the world-
wide fiber optic cable connectivity, and availability of SDH 
transmission to support high-bandwidth applications at the 
physical layer. In terms of interoperability, the Open Sys-
tem Interconnect (OSI) protocols offer open interfaces 
to allow a wide spectrum of technologies to be intercon-
nected. We will highlight the progress in CCITT Telecom-
munications Management Network (TMN) standards for 
management of complex international networks. In terms 
of networking, we will discuss the ATM technology, and a 
recent international trial in which AT&T, KDD and TEL-
STRA have been participating. 

2. INFORMATION TECHNOLOGY TRENDS 
The growing use of computers and other information 

processing systems signify that telecommunications trends 
can no longer be treated in isolation from trends in 
information technologies. Thus, the characterization of 
information trends is important for understanding the 
emerging telecommunications infrastructure needs and 
directions. 
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Information technology is characterized by the advances 
in computing, telecommunications and display technolo-
gies. There have been several interesting technological de-
velopments during the last decade which are now shaping 
the direction of information technology: 
• Convergence of Computing and Communications: Digital 

technology enabled the convergence of computing and 
telecommunications which were traditionally distinct in-
dustries. Many components of the telecommunications 
network are now computers; digital switches, opera-
tions systems and all digital telecommunication equip-
ment rely heavily on computing. At the same time, the 
telecommunications standards are evolving to accom-
modate data as well as traditional voice and fax traffic. 
The computer manufacturers produce inexpensive plug-
in boards for personal computers (PC) for networking 
to exchange data, image, audio and video. 

• Convergence of TV display and computer screen: The 
major obstacle for merging the two display technologies 
has been the different resolution standards. There are 
two schools of research for the merger of TV and 
computer screens; one is improving the TV display 
resolution with technologies such as High Definition-TV 
(HDTV) so that computer generated information can 
be displayed on a TV screen. The second approach is 
to include the TV display on a computer screen using 
the window system. Additionally, the advancements in 
flat-panel TV display technology will ease the realization 
of large-scale displays for home or work. 

• High-Bandwidth Access: Efforts to provide high- band-
width access are critical for widespread use of informa-
tion technologies at home and work. Among possible 
high-bandwidth access alternatives being considered are 
fiber-optic access, existing unshielded twisted-pair access 
with encoding technologies such as Carrierless AM/PM 
(CAP), Asymmetric Digital Subscriber Loop (ADSL), 
High Bit Rate Digital Subscriber Loop (HDSL), and 
cable-TV access. 

• Advances in Video Coding:: International standards for 
video compression methods such as MPEG-1 and 2, and 
JPEG have matured, and off-the-shelf inexpensive video 
coders are now commercially available. Utilizing image 
compression technologies' continuous advance, it is now 
becoming inexpensive to transmit TV-quality moving 
images on fiber optic telecommunications networks. 

. Graphical User Interface: A decade ago it was almost 
impossible to envision a computer-illiterate user access-
ing and using computer applications; the command-
based and ASCII-based user interfaces required substan-
tial computer training. With the advances in graphical 
user interface technology, the users can now access very 
sophisticated applications without any computer training 
at all. The state-of-the-art graphics environment offers a 
workspace with simple pop-up menus, on-line help but-
tons, windows, hyper-text capabilities, and mouse based 
operations. Selections are being made through simple 
click-operations with the mouse, eliminating the need 
to resort to a key-board. The software complexity is 
completely hidden behind the user interface, enabling 
the user to focus on the application. These features are 
accelerating the penetration of information technology 

into typical house-holds and virtually all business seg-
ments. 
One of the most exciting information applications of re-

cent years is the World Wide Web IMOSAIC: The World 
Wide Web (WWW) is a network of thousands of comput-
ers (servers) glued together with a phenomenally popu-
lar client software called MOSAIC, and an internet based 
network connecting the servers and the clients. WWW 
enables thousands of information servers throughout the 
world to be knit together, simply allowing sharing of.var-
ious forms of publicly available information. As part of 
WWW, AT&T Web extends geographically to most of the 
world, covers multiple business units in AT&T, and offers 
various forms of information to AT&T users and the world. 
AT&T Web is a completely distributed application, not tied 
into any central authority or server. AT&T organizations 
are contributing information to the Web in audio, video, 
text, graphics and image forms. The MOSAIC software 
sits on each user's (client's) computer connected to the 
internet, and allows the user to access information made 
available on WWW servers, through a simple menu-driven 
hyper-text based user interface. With simple key word 
searches, MOSAIC guides the user to the information re-
quested. As example applications, AT&T Bell Laborato-
ries researchers developed a low-bit rate video coding soft-
ware called NEMESIS [2] which enables the user to ex-
tract talks and video presentations to run on their worksta-
tions. As another example, AT&T researchers have been 
conducting a trial internally for electronic subscription to 
the New York Times and Wall Street Journal through MO-
SAIC. The newspaper will be stored as text with images, 
and through MOSAIC, the user will be able to access it. 

With this and many other sophisticated applications, vast 
amounts of information will flow over telecommunications 
networks, improving: personal lifestyles, business, industry, 
education, health care, and essentially all aspects of 
living. In these exciting times, the network providers are 
focused on the network infrastructure needed to pave 
the information highway. One of the key technologies 
is photonics, and a critical enabling application has been 
fiber-optic submarine cable systems. 

3. FIBER-OPTIC CABLES 
The first trans-oceanic telephone cable system, TAT-1 

was installed in 1956, with 118 repeaters. There were 
two unidirectional cables with 36 one-way voice circuits 
on each cable. Six other coaxial Trans-Atlantic cables 
followed, with TAT-7 marking the end of trans-oceanic 
analog coaxial cable systems [3]. All subsequent systems 
have been based on fiber-optic technology. 

With the earlier development of terrestrial fiber optic 
systems, a series of experimental optical submarine systems 
were deployed by the US, UK, France and Japan between 
1980 and 1985. A major breakthrough in fiber-optic sys-
tems was the trans-atlantic TAT-8 link between England, 
France and the US in 1988, offering 7,560 64 Kbps chan-
nels capable of carrying up to 40,000 voice circuits. Since 
then, fiber-optic submarine cable systems have enjoyed 
tremendous growth, which is expected to continue well 
into the next century. A summary of the Trans-Atlantic 
cables is provided in Table 1. 
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Table 1. Existing and Planned Trans Atlantic 
Fiber Optic Cable Systems 

Cable Service 
Date 

Transmission 
Rate 

Cable 
Lenght 
(km) 

Appr. 
Cost 

Landing 
Coun-
tries 

TAT-8 1988 2x280 Mbps 
(service) 

6,740 $360 M US,UK, 
France 

PTAT 1990 2x420 Mbps 
(service) 

6,869 $300 M US,UK, 
Bermuda;
Ireland 

TAT-9 1992 2x560 Mbps 
(service) 

9,310 $448 M US,UK, 
Canada, 
France, 
Spain 

TAT-10 1992 2x560 Mbps 
(service) 
1x560 Mbps 
(restor.) 

7,414 $300 M US,Ger-
many, 
Nether-
lands 

TAT-11 1993 2x560 Mbps 
(service) 
1x_560 Mbps 
(restor.) 

7,162 $280 M US,UK, 
France 

COL-2 1994 3x560 Mbps 
(service) 
trans-atlantic 
only 

12,102 $345 M US, 
Mexico, 
Portugal, 
Spain, 
Italy 

TAT- 
12/13 

1995 
(TAT-12) 
1996 
(TAT-13) 

total of 2x4.8 
Gbps 
(service) 
2x4.8 Gbps 
(restor.) 

6,100 
(TAT-12) 
6,300 
(TAT-13) 

$750 M 
(total) 

US,UK, 
France 

While 
Atlantic 
of projects 
densities 
3 (TPC-3) 
linking 
rate of 
in 1992, 
optic cable 
Trans-Pacific 
4.8 Gbps 
km connecting 
ring configuration 
in restoration. 
cables 
to their 
optic submarine 
at different 

there has been considerable 
region, there has also 

taking place in the 
are growing rapidly. 

and Hawaii-4 (HAW
Japan, Guam, the continental 
280 Mbps. The TPC-4 cable 

at 560 Mbps rate, with 
linking the US, Japan 

cables are TPC-5 
with a ring configuration 

the US, Guam, 
will include 

Although Trans
are among the most significant 

length and capacity, there 
cable systems 

parts of the world (see 

Europe 
53%

activity in the Trans-
been an increasing number 

Pacific Rim where traffic 
In 1989, Trans-Pacific-

-4) came into operation 
US and Hawaii at a 

system was completed 
nearly 10,000 km of fiber 

and Canada. The next 
and 6 which will operate at 

totaling nearly 23,000 
Hawaii and Japan. The 
one fiber pair for built-

-Atlantic and Tans-Pacific 
cable systems due 

are many other fiber 
which have been installed 

Fig. 1). 

AfricaMl. East 

and South America 
3.5 

on number of cable systems 

(Share by Region °) 

r=rrf >sx :;s Central 
Asia(Pacific 

23.4 % North America 
11.4% 

* share by region is computed based 

Fig. 1. World Submarine Links 

Since the first repeatered submarine telephony cable 
system in 1956, 365 systems have been installed world-wide. 
Fiber optic submarine cable systems, which only began in 
1988, now account for 77 (21 %) of all systems. With 
the continuous increase of fiber optic cable capacity, the 
cost per circuit is declining drastically [2], increasing the 
economic attractiveness of fiber-optic submarine cables 
compared to other alternatives. Thus, today more than 
52 % of the world's international traffic is carried via 
submarine cables (see Fig. 2). 

1888 

1987 

1968 

1988 

1990 

1881 

1992 

1993 

1994 

1895 

1986 

LiSeries 1 

% Share of World Traffic 

Fig. 2. International Traffic on Fiber-Optic Submarine Cables (4) 

From a technology perspective, compared to copper 
based alternatives, fiber optic transmission systems have 
better immunity to interference, exhibit lower signal loss, 
and can carry significantly more traffic accurately at 
greater distances. Photonic systems also have lower main-
tenance and servicing costs. While satellite capacity has 
continued to develop apace, it has the inherent disadvan-
tages of delay, interference, and atmospheric degradations 
which must be accounted for. 

A major thrust by designers of optical submarine sys-
tems has been to eliminate the regenerative repeaters of 
the cable network. A considerable amount of work has 
been done using laser pumped sections of erbium-doped 
fiber which act as optical amplifiers without need of opto-
electronic conversion. AT&T's optical amplifier technol-
ogy will be put into — commercial service with the planned 
submarine cable systems such as TPC-5/6 and TAT-12/13 
along with others. One can now envision world-wide re-
peaterless fiber optic systems spanning the oceans before 
the end of the decade. 

4. SDH TECHNOLOGY 
While high-capacity and accurate global transmission 

were made possible globally by fiber-optic cable technol-
ogy, it also became clear that major improvements in inter-
connection and network management could be achieved by 
making these systems synchronous, Thus, during the 1985-
1992 CCITT study period, the Synchronous Digital Hier-
archy (SDH) standards were pursued vigorously, and it's 
close relative, Synchronous Optical Network (SONET), 
was being fostered by Bellcore. In 1984, Bellcore submit-
ted the SONET proposal to the American National Stan-
dards Institute (ANSI) T1X1 subworking group describing 
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communications networks operating over fiber-optic facil-
ities. The SONET network was intended to exploit fiber's 
large bandwidth while allowing a smooth transition from 
the existing wire-based networks. It was aimed at provid-
ing cross-connection at the optical level, eliminating many 
DS3 electrical interfaces to fiber terminals, and DS1 inter-
faces to DS3 multiplexers, and copper pairs. 

The SDH-SONET disparity is an excellent example 
of the complications in the international arena as one 
attempts to interconnect various systems from different 
countries. SONET uses a base signal of 51.84 Mbps, 
called Synchronous Transport Signal level-1 (STS-1), and 
a byte interleaving multiplexing technique to create higher 
rate signals. The signal level of STS-1 was chosen 
because, in the US, most networks are managed in DSls 
(1.544 Mbps) and DS3s (44.736 Mbps). In 1986, CCITT 
expressed an interest in defining an optical interface 
similar to the work conducted in the US. However, the 
European networks are not managed at DS1 and DS3 
rates but at E1 (2.048 Mbps), E3 (34.368 Mbps) and 
E4 (139.264 Mbps) rates for which STS-1 signals would 
not be suitable. To satisfy these constraints, CCITT 
adopted the basic signal rate of 155.520 Mbps and called 
it Synchronous Transport Module-1 (STM-1). In 1988, 
CCITT approved Recommendations G.707, G.708 and 
G.709 which specify bit rates, multiplexing structure, and 
network node interface. According to these standards, 
SDH provides a common hierarchy for the three different 
international hierarchies: 
• Northern America: 64 Kbps, 1.544 Mbps, 3.152 Mbps, 

6.312 Mbps, 44.736 Mbps, and 274.176 Mbps. 
® Europe: 64 Kbps, 2.048 Mbps, 8.448 Mbps, 34.368 

Mbps, 139.264 Mbps, and 565.148 Mbps. 
• Japan: 64 Kbps, 3.152 Mbps, 6.312 Mbps, 32.064 Mbps, 

97.728 Mbps and 397.2 Mbps. 

Table 2. Relationships among STM, OC and DSO 

Line Rate 
(Mbps) 

STM 
Level 

No. of 
User DSOs 
(64 Kbps)* 

OC Level No. of 
User DSOs 
(64 Kbps)** 

51.84 OC-1 672 
155.52 STM-1 1,890 OC-3 2,016 
466.56 OC-9 6,048 
622.08 STM-4 7,560 OC-12 8,064 
933.12 OC-18 12,096 
1,244.16 OC-24 16,128 
1,866.24 OC-36 24,192 
2,488.32 STM-16 30,240 OC-48 32,256 
* assumes 30 DSOs per El 
** assumes 24 DSOs per DS1 and SONET/SDH multiplexing 

The relationship between the STM, Optical Carrier 
(OC), and DSs is shown in Table 2. The OC-N is 
applicable to direct optical transmission of STS-N, the 
electrical signal of SONET. 

SONET/SDH is an evolutionary step in developing the 
optical all-digital network. The need for a standard 
emerged from expanding fiber-optic networks and the need 
for communicating among various vendor's equipment 
nationally and internationally. It offers a new standardized 
method of assembling various common digital signals 

into a high-speed optical signal with easy access to the 
tributary signals. It allows simplified multiplexing and 
demultiplexing, add-drop and cross-connect operations. 
Also, through a large number of overhead bytes, it 
allows powerful network management, operations and 
reconfiguration. 

As part of the international high-speed transport net-
work plans, various new cable systems are planned to sup-
port SDH formats. Table 3 shows, a list of fiber-optic 
submarine cables which are currently planned to be SDH. 

Table 3. Planned SDH Based Fiber-Optic Cable Systems 

Cable Cable End Points 
CANTAT-3 US, Canada, Iceland, Denmark, Germany, UK 
RIOJA Spain, Belgium, UK, Netherlands 
TPC-5/6 US, Japan, Guam, Hawaii 
TAT-12/13 US, UK, France 

5. OPEN SYSTEM INTERCONNECTION (OSI) 
AND TELECOMMUNICATIONS MANAGEMENT 
NETWORK (TMN) 

Standards organizations have been developing reference 
models to enable standardized information exchange pro-
cedures among various international telecommunications 
users. Communication systems which employ standardized 
communications procedures and protocols are referred to 
as "open systems", and such interconnection is referred to 
as "open system interconnection (OSI)". The OSI struc-
ture calls for compatibility among systems, and coopera-
tion of different manufacturers and designers. With OSI, 
global digital networks can become a reality. 

The reference model of OSI defines a seven-layer proto-
col for communications between two communications en-
tities. These seven layers are physical, data link, network, 
transport, session, presentation and application layers as 
defined in CCITT X.200 [6]. The highest layer is the appli-
cation layer which consists of the application entities (say 
two computer programs) that cooperate in the OSI envi-
ronment. Layers 1-6, provide a step-by-step enhancement 
of communications services. These seven layers cover all 
aspects of information flow from applications-related ser-
vices to the communications medium at the physical layer. 
Although these layers were defined in 1979, the Interna-
tional Standards Organization (ISO) committees keep re-
fining specific sections of the model. While lower layers 
of the OSI such as X.21, X.25, LAPB, Q.931 have been 
well defined, significant progress is now being made in the 
higher layers. 

Other non-OSI protocols such as Transmission Control 
Protocol and Internet Protocol (TCP/IP) continue to re-
ceive acceptance by data-communications equipment veti- 
dors and compete with the OSI. The TCP/IP protocol in 
particular has proven to be a successful and simple solu-
tion for LANs, and is widely used by UNIX-based systems. 

The OSI-based network management protocols con-
tinue to capture attention as the best solution for mul-
tivendor network management. In our current environ-
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ment, a given vendor's products are generally being man-
aged only by that vendor's products. With the OSI-based 
network management, this one-to-one relationship will be 
split, allowing any OSI-based network management system 
to manage any OSI conforming device. 

One of the recent key developments in OSI-based net-
work management standards has bean accomplished in 
parallel with the CCITT Study Group (SG) XV's SDH 
modeling efforts. This effort resulted in development of. 
Telecommunications Management Network (TMN) stan-
dards. TMN defines an organized architecture to achieve 
interconnection between various Operating Systems (OS) 
and/or network elements (NE) for the exchange of man-
agement information using standardized protocols and in-
terfaces. The CCITT SG IV developed a generic reference 
model for TMN in the form of an "information model" 
which defines the structure of the management informa-
tion conveyed externally between OSs and NEs. The in-
formation model deals with "managed objects" which are 
abstractions of communications entities for the purpose of 
management. 

Historically, the TMN information model is based on the 
"object-oriented" software paradigm which has advanced 
significantly during the last 5 years with the developments 
in software programming methods such as AT&T Bell 
Laboratories' C++. The primitive element of "object- ori-
ented" software is a so called "object" which is an encap-
sulation of data and functions. Object oriented software, 
with it's modularity and re-usability, has advantages over 
conventional software. 

In the TMN approach, the management processes are 
categorized as either managers or agents. A manager is 
that part of a distributed application which has the respon-
sibility for one or more management activities, while an 
agent, at the request of a manager, manages the associ-
ated managed objects. The agent is responsible for updat-
ing all the managed object properties to reflect the actual 
state of the underlying managed resource. As shown in 
Fig. 3, an agent performs management functions on man-
aged objects upon receipt of management operations from 
the manager. Agents may also forward to managers any 
notifications generated by managed objects. 

Management System Managed Sy~em 

Manager 

Operations (e.g., GEl', SE!) 

Notifications, Replies 

 -> 

(CMIP) 

0 
  0 
Agent 

0 

0 
Objects 

Fig. 3. Manager/Agent Relationship 

The set of commands and the method of exchanging 
TMN information between two open systems are defined 
by CCITT through Common Management Information 
Service Elements (CMISE) in CCITT recommendation 
X.710. The associated protocol, Common Management 
Information Protocol (CMIP), along with the syntax is 

Fig. 4. GNP Network Management Architecture 

also specified by standards in the accompanying CCITT 
recommendation X.711. 

International management networks form a complex ag-
gregation of various Operating Systems (OSs) and Net-
work elements (NEs), in which each OS manages one 
or more NEs in a separate telecommunications network. 
TMN has made the task of development of an open inter-
face for such management networks a much more straight-
forward task. One such managed network is the net-
work of Global Networking Project (GNP) [7], an initia-
tive among six carriers: AT&T, BT, DBPT, FT, KDD and 
Tblstra. GNP is intended to provide a reconfigurable El 
transport network by means of using a two-tier network 
management network. As illustrated in Fig. 4, at the top 
layer, the Global Network Management System (GNMS) 
communicates with six Local Network Management Sys-
tems (LNMS), each located in a carrier's network. GNP 
uses the TMN X-interface where X defines the TMN in-
terface between two OSs in different telecommunications 
domains. The openness of the TMN interface allows other 
carrier's management networks to tie into GNP readily. 
The GNP management network enables the automated re-
configuration of the bilaterally-owned E1 capacity between 
GNP Party pairs, exploiting time of day capacity utilization 
variations. The coordination of network reconfiguration 
actions between the cross-connects will be accomplished 
through the management network consisting of GNMS 
and LNMSs. Various telecommunications equipment man-
ufacturers are now developing products with interfaces us-
ing TMN standards to achieve open systems interconnec-
tion. 

- -backűp - - 
~GMNS . 

X-interface / X-interface Data communications 
Network 

%

International 
Transport 

Network 

6. ATM STANDARDS AND TRIALS 
In recent years, the most important factor driving the 

evolution of business information networking has been 
the increasing demand for high-performance and high-
speed data networking. With large multinational corpora-
tions, data applications have become distributed, exploit-
ing shared access to common computing sources. Many 
large businesses rely primarily on electronic databases and 
file transfers. Local Area Networks (LANs) are currently 
penetrating every business sector with an installed base in 
North America doubling every two years. Many software 
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vendors have been advocating sophisticated multi-media 
desk-top products which are now available on Personal 
Computers. Coupled with these advances, low bit rate 
video coding methods and standards have matured, and 
many coders (MPEG, JPEG and Px64) are made available 
for commercial use. While voice traffic has been tradition-
ally an important component of the information network, 
the importance of broad-band applications including data, 
video and multi-media has been steadily growing. 

From the transmission technology perspective, fiber op-
tic cables and SDH/SONET standards provide the trans-
port infrastructure for high-speed applications globally. To 
complete the network infrastructure, a flexible high ca-
pacity switching vehicle is also needed. This has evolved 
from frame-relay to cell-relay and became standardized 
as ATM. The ATM standards have matured, and many 
equipment manufacturers have ATM switches and cross-
connects commercially available for networking. 

ATM is an advanced multiplexing and switching tech-
nique which, after being studied extensively by the R&D 
community in recent years, is now being introduced in 
telecommunications networks as the solution for imple-
menting broadband ISDN. ATM, with it's small fixed size 
cells of 53 bytes consisting of a 5 byte header and 48 byte 
payload, is an efficient form of packet switching. It pro-
vides a simplified protocol compared to other packet pro-
tocols such as X.25 and frame-relay, and is suited to carry 
fixed or variable rate traffic over a common broad-band 
interface. 

One of the major characteristics of ATM is it's capability 
to support a wide range of services, including real-time, 
high-bit rate and multi-media services. This capability is 
based on a technological assumption, namely the presence 
of a high speed and high quality transmission infrastructure 
based on optical fibers, and on architectural choices made 
for protocol structure. ATM networking is connection-
oriented, and the protocol is simplified to allow error 
handling only at the edge nodes. 

Using the seven-layer OSI paradigm, ATM fits into the 
data- link layer. The lower layer is called the physical 
layer, and depending on the transport network it can 
be DS I, DS3, FDDI (100 Mbps multi-mode fiber), or 
SONET/SDH. The two sublayers of the data-link layer 
which ATM standards define are called ATM layer, and 
ATM-adaptation layer. The 5 byte header of the ATM 
cell carries the address for the corresponding virtual path 
and connection, while the ATM- adaptation layer overhead 
is folded into the 48 byte cell payload. The adaptation 
layer performs key functions such as segmentation and 
re-assembly of user information, flow control, handling of 

errors and service class definition. 
Since the international network infrastructure is readily 

available to support broad-band applications, and desk-top 
coders are affordable and ubiquitous, the recent availability 
of off-the-shelf ATM switches will foster the emergence 
of many new international applications oriented initially, 
perhaps, to the needs of large corporations. As part 
of the network providers' broad-band networking efforts, 
AT&T has been testing the delivery of ATM signals over 
a combination of cable and satellite circuits with KDD, 
and Telstra. ATM-via-satellite has been tested in the lab 
environment by Comsat World Systems, between AT&T 
Bell Labs at Holmdel, New Jersey, KDD in Tokyo and 
Telstra in Sydney. The carriers hope that satellite links 
can be used for ATM transport to places hard to reach 
with fiber [8]. As part of the ATM trial, AT&T Bell 
Laboratories is conducting experiments with KDD for 
demonstrating the feasibility of carrying multi-media traffic 
over ATM networks internationally. Recently, the AT&T-
KDD ATM trials have been expanded to include full 
motion video transmission between the two continents. 
A DS3 channel is allocated on aTrans-Pacific submarine 
cable for this experiment. As shown in Fig. 5, the KDD 
site at Shinju-Ku, Tokyo, and AT&T Bell Labs site in 
Holmdel, New Jersey, are connected via ATM switches. At 
the sending end, the movie server located at the Holmdel 
site transmits MPEG2-compressed video signals segmented 
into ATM cells. At the receiving end, the payload of ATM 
cells are reassembled with error detection and correction, 
and video signals are recovered and decompressed using 
a compatible MPEG2 codec which is developed by the 
video research organization in AT&T Bell Laboratories. 
This experiment is aimed at demonstrating the feasibility 
of sending real-time high-quality compressed MPEG video 
over ATM between the US and Japan. 

Recently, AT&T Network Systems (NS) has defined 
a Broadband Networking Architecture (Net-2000) which 
enables international carriers to offer a flexible framework 
for broad-band networks [9]. Along with other ATM 
products, AT&T NS announced the GCNS-2000, their first 
cell-relay product, in January 1993. Many frame-relay 
networks are evolving into ATM networks, with overlay 
architectures initially. The public frame-relay networks 
have been providing an attractive alternative to leased 
lines, offering bandwidth on demand, and consolidating 
multiple logical links onto a single channel. Frame-relay 
technology is applicable only for rates up to 1.5 Mbps 
due to it's protocol speed limitations. It is not suited for 
broad-band applications. Thus, the ATM, or cell-relay 
technology, is likely to rapidly penetrate into networks that 
currently deploy frame-relay. 
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Fig. 5. AT&T-KDD Video-on-ATM Test Bed 

7. SUMMARY 
The most exciting aspect of true globalization of infor-

mation technologies is a network to connect to every cor-
ner of the world and thereby enable the rapid exchange of 
information of all types: voice, data, image, text and video 
using compatible equipment and capabilities built accord-
ing to the international standards. Fiber-optic submarine 
cables, maturing SONET/SDH standards for optical trans-
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Owing to competition, new services and functional innovations 
introduced in telecommunications equipment, novel problems have to 
be faced in the future by planners of transport and switched networks. 
Some of these problems will be described in this article. 

1. INTRODUCTION 
Telecommunications is reckoned among the fields of 

maximum growth and there is no doubt that a country's ef-
ficient telecommunications infrastructure accelerates both 
the national development and worldwide trade with that 
country. In addition to the classic telephone service, a 
series of novel services are being developed at present for 
the purpose of exchanging all types of information: Apart 
from voice communications, these include the transmission 
of data, documents and images as well as multi-media ap-
plications. The ultimate objective is to provide access from 
everywhere in the world to any person wherever he or she 
may be in order to exchange information. 

The necessary resources are provided by telecommuni-
cations networks. As long as the traffic load contributed by 
the new services is negligible measured against the conven-
tional telephone service, the planning of this one-service 
network can be performed in the same way as before. In 
this article we will discuss the aspects to be considered by 
network planners in the future and the types of new prob-
lems to be faced in contrast with classic network planning. 

The following section will, therefore, deal with the ele-
ments determining the planning of one-service networks. 
Section 3 is intended to give details of expected changes 
which require the planner's response. Various problems to 
be faced in the planning of future networks will be listed in 
section 4. This will give evidence of the fact that the suit-
ability of future networks for broadband communications 
is not the main problem. 

2. ELEMENTS OF ONE-SERVICE NETWORK PLANNING 
Classic network planning is probably performed both 

efficiently and effectively by all network operators. This 
is due to the situation to be evaluated which, because of 
long years of observation, appears to be stable, easy to 
survey and calculable. The approximations required for 
the network design can be assessed with respect to their 
consequences and errors. The investment decisions are 
supported and confirmed by traffic measurements. 

Network planning has to find answers to the following 
essential questions: When? Where? What? How much? 
i.e. it is necessary to define the time, location, type and 
amount of investments for the design of telecommunica-
tions networks both economically and in keeping with the 
demand. 

Where? 

What? 

Objectives of 
Network Planning 

~.i 

When? 

How much? 

Fig. 1. Network planning objectives 

These activities involve different planning stages (see 
Fig. 2): 

Fig 2. Network planning stages 

Moreover, the planning refers to different network 
areas: local, regional, long distance. A common feature 
shared by all these planning tasks is the need to solve 
• problems of demand forecast 
• problems of locations and network structures 
• problems of equipment dimensioning. 

In the case of one-service networks (involving a single 
operator for the switched and transmission networks!), it 
is possible, for instance, by means of logistic functions, 
to derive forecasts of future subscriber numbers from the 
development of the numbers of subscribers of telephone 
main stations and private branch exchanges. Traffic mea-
surements give evidence of the traffic volume generated 
by the subscribers, the routes taken by this traffic and its 
distribution in time. As long as the subscribers' behavior 
is homogeneous and the environment remains stable, it is 
possible to derive a point-to-point traffic matrix on which 
to base the planning of the switched and transmission net-
works. 
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3. CHANGES REQUIRING ACTION TO BE TAKEN 
BY NETWORK PLANNERS 
In this section, we will only in brief refer to the 

phenomena which presently have reached a more or less 
advanced state in all countries and involve changes to 
classic network planning: 
• Regulatory measures. Several competing network oper-

ators offer transmission capacity, various carriers offer 
telecommunications services to the public or closed user 
groups. 

• New services. Other services emerge in addition to the 
plain old telephone service which differ in the bandwidth 
required, traffic characteristics and/or grade of service. 

. New functions. Communications is made more comfort-
able by technical improvements of terminal equipment 
offering service features such as repeated calling, addi-
tion of further services to communications in progress, 
mobility, etc. New functions provided by the equipment 
(cross connectors, add-drop multiplexers, ATM, etc.) al-
low the network resources to be used more flexibly. 

• Traffic management. In order to enable different ser-
vices transmitted in an integrated (broadband) network 
to make common and fair use of the network resources, 
appropriate procedures have to be implemented at the 
network interface (UNI) and within the network for 
the purposes of call acceptance and parameter control. 
Additional precautions are necessary to avoid overload 
caused by a single service or overload of a single node. 

• Demand for communications. In addition to individ-
ual communications between two subscribers using two 
channels of identical bandwidth in the forward and back-
ward directions, there are other types of communica-
tions: 
• multi-party service, i.e. demand for point-to-multipoint 

traffic 
• demand for one-way traffic (such as broadcasts) re-

quiring only one channel 
• asymmetric demand requiring channels of different 

bandwidths in the forward and backward directions 
• subnetworks of carriers meeting particular availability 

requirements. 

4. NETWORK PLANNING PROBLEMS 
Some of the phenomena listed in Section 3 only change 

the network planner's point of view whereas others give 
rise to novel planning problems. 

4.1. Time-related problems 
Time horizons are becoming narrower because of de-

creasing innovation cycles, the sudden appearance of new 
requirements, the need for a closer orientation towards the 
market and the response to pressure applied by competi-
tors and the expectations of the customers. The realiza-
tion of a plan and the hardware implementation, however, 
will always take some time and, thus, imply a minimum 
duration of short- and medium-term planning intervals. 
Long-term planning will, in general, become less important 
because the constraints to be accounted for by the planner 
cannot be assumed to be stable for longer periods. 

Strategic planning, on the other hand, will obtain a new 
and decisive significance. Network models are used to in-
vestigate the introduction of new equipment performing 
different functions, new network architectures, new man-
agement procedures, new routing procedures, new ser-
vices, increased availability, etc. These models give charac-
teristic descriptions of the corresponding overall network, 
accounting for the cost of investment, management and 
operation and of the expected revenues and profits. These 
strategic considerations also involve new requirements to 
be met by the planning result (as regards, for instance, 
the robustness of a network, flexible configuration, easy 
expandability, etc.) 

4.2. Network structure 
The number of network levels will be reduced to the 

access network level and the long-distance network level. 
There will, however, be several access networks for differ-
ent services which may also differ in size. This will give rise 
to new problems for the planning of locations of concen-
trators performing different node functions, capacity limi-
tations, multiple connections to exchanges, etc. 

The classical network decomposition will have to be 
changed for other reasons, for example, because subnet-
works (operated by carriers) must be additionally planned 
in the transmission network. Moreover, it is worth con-
sidering to what extent network planning should be per-
formed separately for each layer (physical, path, circuit) 
to what extent the requirements and results achieved in 
different layers influence the planning in other layers and 
to what extent it may even be necessary to find common 
planning approaches which are not restricted to single lay-
ers. 

4.3. Problems of demand forecast 
Forecasts of the demand (of a specific service) will 

become a basic problem. Owing to the interaction of 
several carriers, forecasts of the overall demand do not 
include sufficiently specific information. Moreover, it is 
necessary to make allowance for a service being replaced 
by others. Forecast procedures have been developed for 
such constellations which are, of course, well-known in 
other fields of economic activity. In telecommunications, 
however, it is not only necessary to estimate the size 
of a demand but also its geographical distribution and 
even the source-sink relations including their bandwidths, 
distributions in time, etc. 

In this situation, it may well be that the only remedy 
is a changeover from demand-oriented to profit-oriented 
network planning. The network operator or carrier takes 
a business risk and estimates the services he expects to 
sell in the telecommunications market. According to his 
assessment, he plans his network. His marketing section 
faces the task to fill the network capacities made available 
by planning and corresponding implementation. This inter-
action between planning and sales which is much stronger 
than in the case of the conventional approach gives, of 
course, rise to novel ideas. Fast reactions in the market will 
only be possible if sufficient spare capacities are provided. 
In this situation it will probably be helpful to perform profit 

11 VOLUME XLV. OCTOBER 1994. 



and loss as well as risk analyses to obtain further data 
supplementing the forecast. 

4.4. Problems of transport networks planning 
The problem does not consist in the additional consid-

eration of demands for larger bandwidths. The network 
planner has to deal with both a point-to-point demand 
matrix and successively with several demand matrices cor-
responding to the different bandwidths required. 

New problems arise from the additional consideration of 
other phenomena listed in section 3. 

Network operators and carriers pursue different goals in 
their network planning activities. 

Network operators will install, wherever possible, net-
work equipment in such a way as to make these resources 
available for all presumable applications (telecommunica-
tions services, leased lines). As mentioned above, the im-
plementation will require a certain lead time before it is 
possible to sell these transport capacities in the market. 
Transport capacities booked in advance will obviously be 
sold at lower prices than capacities booked at short notice. 
Such economic constraints will have their impact on the 
transport networks planned by network operators. 

A carrier will make optimum use of the network leased 
from an operator before leasing additional resources. The 
network expansion can be performed practically without 
delay, although possibly at a higher price. In the carrier's 
network planning model, this situation must probably be 
described by special target functions for which efficient 
solution methods are still unknown. 

If the resources of the transport network are jointly 
used for different services having different busy hours, a 
problem will arise in transport network planning which is 
well-known from the planning of switched networks with 
several time windows, i.e., the problem of determining 
the network resources in such a way as to make them 
usable for different demand matrices. Accordingly, it can 
be foreseen that — above all, because of the demands of 
carriers for special subnetworks — increased availability 
requirements have to be met which can be implemented 
optionally by the network management of the transport 
network or by increasing the number of independent 
routings. Procedures used for transport network planning 
must also be suitable for dealing with the different types of 
communications demand mentioned in section 3. 

Owing to the use of electronic cross connectors (SDH-
CC, ATM-CC) it is possible to apply capacity management 
functions in the transport network which have to be 
accounted for in the planning process. The customer's 
demand for a higher network availability but also the 
possibility of customer-controlled networks imply close 
interrelations between network management and network 
planning. Particular attention has to be paid in this 
context to the planning and utilization of the standby 
network even simultaneously with the operating network. 
Here it is desirable to create appropriate frameworks 
for planning states between network management and 
network planning to avoid competing actions originating 
from planning and network management. The new 
configuration possibilities in the network will also influence 

medium-term planning: Rerouting of existing connections 
in accordance with the network management may allow 
the utilization of existing resources to be optimized. These 
and other necessary expansion investments are jointly dealt 
with by medium-term planning. 

Another new problem encountered in this field arises 
from the planning of the use of electronic cross connectors 
performing different functions. The connection of the 
transport levels (2 Mbit/s, STM 1, etc.) at the nodes 
involves the need to deal simultaneously with networks 
having the same number of nodes, but different numbers 
of edges. This is due to the fact that the allocation 
of equipment at a certain level influences the planning 
problem at another level and viceversa. 

4.5. Problems of switched network planning 
Planning of integrated multi-service broadband networks 

involves much more unsolved problems than planning of 
the transport network. 

Owing to differences in the services with respect to 
bandwidth demand, traffic characteristics, grade of service, 
traffic volume, busy hour and geographical distribution, 
it is necessary, for a carrier wishing to make effective 
use of his network, to find criteria recommending either 
a complete integration, i.e. unconstrained access to the 
network resources or partial integration, for instance, by 
assigning priorities for the access of different services or 
the setting-up of various separate networks. 

Because of the presence of several services in an 
integrated network, it is necessary to take organizational 
measures governing the joint utilization of the network 
resources. This refers both to the elaboration of such 
principles and the evaluation of their efficiency. It is 
still an open question what call acceptance mechanisms 
should be employed for certain services and what defensive 
actions should be taken against overload caused by single 
services. The task to be performed by teletraffic theorists 
is the analysis of the efficiency of multi-service networks, 
of traffic load and individual grades of service in a large 
number of different scenarios which, in addition, account 
for various routing possibilities and traffic management 
principles. This is the prerequisite for adequate functional 
descriptions and approximations which are necessary for 
the careful design of multi-service networks. 

The signalling network has to fulfil much more compre-
hensive tasks than in the case of a one-service network, the 
more so if functions of the intelligent networks and mobile 
subscribers/terminals are performed. The locations where 
to install equipment with centralized or distributed infor-
mation and intelligence have to be determined by planning 
which must also account for the load to be carried by the 
signalling network and bounds for the access times. 

A novel and complex task is the planning of virtual 
paths in multi-service ATM-networks. It is desirable that a 
maximum capacity be grouped in a virtual path in order to 
make optimum use of the effects of statistical multiplexing. 
In this context, it is also necessary to study and define 
a routing concept accounting, among other things, for 
the unequal development of the costs of node and edge 
equipment. 
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This reasoning throws light on the close cooperation be-
tween the switched network and the transport network be-
cause the virtual paths, once defined, concentrate large ca-
pacities in the transport network. The implementation of 
large-scale transmission systems which are not interrupted 
by cross connectors has its influence on the economical 
planning of the virtual paths. This is indeed the field where 
the optimum overall network solution has to be found. 

Such interdependences are also recognizable in other 
areas. The traffic management activities, for instance, 
which are undertaken in the switched network and in 
the signalling network have to be harmonized in such 
a way that no contradictory effects are produced. It is 
also necessary to mutually adapt the network management 
actions taken in the transport network and the traffic 
management actions required in the switched network 
to allow, for instance, in the event of a breakdown of 
transport capacity, the activation of stand-by capacity to 
be supported by rerouting in the switched network. 

5. CONCLUSIONS 
It is because of regulatory measures, new services, new 

functions of terminal equipment, network and traffic man-
agement activities and a changing demand for telecom-
munications that network operators and carriers will have 
to solve a large variety of new planning problems in the 
future. Not all examples discussed in this paper are of 
equal significance. It is, however, obvious that tomorrow's 
planning problems will be more complex and solutions to a 
particular problem have to be found very quickly to ensure 
survival in the telecommunications market. Apparently it 
is necessary for network planners to develop versatile plan-
ning tools in order to be well prepared for the new tasks 
they are facing. 
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CONTINUING PROFESSIONAL DEVELOPMENT 
FOR TELECOMMUNICATIONS ENGINEERS 

K. WARD 
UNIVERSITY COLLEGE 

LONDON, UNITED KINGDOM 

This paper makes a case for the continuing development of telecom-
munications engineers and postulates how it should be carried out. 
It argues that such education should encompass the market and 
commercial dimensions of the industry as well as engineering. Also, 
it recognises the time pressures on engineering managers and makes 
the case for part time education using multimedia applications. 

1. INTRODUCTION 
The continuing professional development of telecom-

munications engineering is becoming increasingly impor-
tant not just to keep pace with technological develop-
ment but also to adapt to a new telecommunications en-
vironment of privatization, liberalization of the market 
and hence competition together with regulation. These 
factors place demands on mature engineers far removed 
from their traditional university experience, and underlines 
the need for subsequent and rather different professional 
training. 

It has been suggested (IEE News, Sept. 1994) that the 
half life of engineering degrees is as little as four years 
and that 60 % of technology that will be in use by the 
year 2000 has not yet been invented whilst 80 % of people 
that will be employed at that time, are currently in work. 
This, by itself, is a compelling need for continuing edu-
cation. However, the radical changes taking place in the 
telecommunications industry where operators are moving 
from state owned monopolies to privatized companies op-
erating in a fiercely competitive market is widening the role 
of engineers. The decisions made by engineering managers 
can have a significant impact on the financial performance 
of their company which is profit driven. Unfortunately 
mature engineers are all too often ill equipped to perform 
that role well because of their singular technology focus. 
It is therefore not surprising that the probability of an en-
gineer rising to the most senior company positions is not 
as high as those who specialise in finance, marketing or 
law. The paradox is that the process of logical reasoning 
and analysis, as practized in engineering or science, is es-
sential when managing a large and complex organization. 
Continuing professional development of the engineer can 
help restore the balance. 

The aim of the education process should be to widen 
understanding across a range of telecommunications tech-
nologies, to deepen understanding of the principles that 
underlie the business process in the new environment, and 
to develop the technical to business connections. 

2. THE NEW TELECOMMUNICATIONS BUSINESS 
The business dimensions of industry are becoming in-

creasingly complex and characterised by their interactive 
nature. 

Service 
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Multi-media - - Coupling 

VPN 

~ 
X d 
a-

8 

Network 
Complexity 
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AIN 

Derived Services SPC Digital 

POTS ' ' Analogue 

Time Time 

Fig. 1. Network and Service Relationships 

For example, the increasing complexity of networks as 
they evolve from analogue through digital to intelligent 
network platforms and thence to broadband ATM is driven 
by market demand for ever more sophisticated services. 
The coupling is shown in Fig. 1 where, for example, the 
Advanced Intelligent Network (MN) platform is shown 
supporting the Virtual Private Network (VPN) service. 
There are, however, a number of other parameters that 
interact with the network and services it supports. They 
are 
Customers — characterised by the market segmentation 
and generating demand for services and value for money 
(in terms of price and quality). 
Telco business — representing the profit from the individ-
ual services. 
Globalization — which deals with the global dimensions of 
the service/network. 
Competition — which may require service differentiation in 
order to obtain market share. 
Regulation — which may set limits on how the service is 
provided and the type of competition allowed. 

The example in Fig. 2 shows how a virtual private net-
work (VPN) service can be provided on an intelligent net-
work platform to meet the needs of major customers who 
wish to outsource their private networks. But should the 
Telco wish to go global to protect the revenue from its 
own multinational customers (MNC's) and generate fur-
ther revenues from MNC's based in other countries then it 
may wish to offer a global VPN service. Competition may 
occur if the Regulator opens access to the Télco's network 
(Open Network Architecture, ONA known as Open net-
work Provision, ONP in Europe) for Value Added Services 
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Operators to offer VPN services. 
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Fig. 2. Telecommunications Complexity Hemisphere 

Complexity increases with time along all of the many 
parameters that interact and drive the telecommunications 
business. Thus the expanding surface area of the hemi-
sphere illustrates the continuum between each parameter 
plot, since there are close interactions between each pa-
rameter. Therefore it represents the increasing business 

complexity with time. The area also illustrates the in-
creasing understanding that telecommunications engineer-
ing managers will need to possess if they are to maximise 
their effectiveness to allow their companies to grow and 
prosper. It therefore follows that the continuing education 
of engineers must encompass all of the complexity param-
eters and their interaction. 

Consider the simplified model of the telecommunica-
tions industry as applied to a telecommunications operator 
(Telco), shown in Fig. 3. In a privatized, liberalized and 
competitive environment, business performance is driven 
by profit growth and market share is important since it 
generates revenue. But, the network is an important in-
ternal revenue driver since its costs influence tariffs, its 
performance influences quality of service and its capability 
determines the service portfolio. The network also con-
sumes a major proportion of operating costs and generates 
much of the need for capital. Hence the modules in the 
model should form the basis of the syllabus for educational 
programmes for mature engineers in the telecommunica-
tions industry. 

A more detailed syllabus may be constructed from the 
model in Fig. 3, starting from the objective of providing a 
comprehensive understanding of the telecommunications 
business with its dynamic interactions and internal and 
external drivers. This is illustrated in Fig. 4 which 
demonstrates how the main objective can be decomposed 
into sub-objectives with their topics which then form the 
basis of the syllabus modules. 
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Objectives Topics Module Aims 

understand & 
interpret 
customer 
needs in a 
competitive & 
regulated 
environment 

V 

plan & 
operate 
networks 
in a 
business 
environment 

Required 

Comprehensive 
understanding 
of telecom's 
business 

'9 

understand 
technology 
& network 
behaviour, 
practical 
applications 
& business 
Implications 

V 

understand the impact 
of external influences 
on the telecom's business 

appreciate the network 
and market relationships 
to meet customer needs 

Q 

understand how to 
run a telecom's 
operator's business 

Q 

~ 
have basic management 
skills related to the 
telecom's industry 

4 —
understand computing & 
its application to 
telecommunications 

19

how to operate a network 
& its relationship to 
running the business 

a 

understand network 
management & its use 
to improve quality & costs 

appreciate application of 
standards & commercial 
implications 

Q 
understand technical 
& commercial behaviour 
of networks 

understand networks, 
terminal relationships & 
meeting services needs 

understand systems, their 
characteristics, applications 
& future developments 

sufficient appreciation to 
understand systems & 
cost/failure mechanisms 

. . EDUCATIONAL METHODOLOGY 

regulation, competition, 
global awareness, 

V 

marketing, telecom's market, 
selling, market forecasting, 
econometrics, product 
management, 

business planning, financial & 
management accounting, 
investment appraisal, tax, legal 
environment, contract law 

management skills & techniques, 
project management, technology 
management, human factors, 
operational research, manpower 
planning 

computer science, software 
engineering, business 
applications, personal computing 

Q 

External 
Environment 

Marketing & 
Sales 

v 

+L—

network planning, operations & 
maintenance, R&D, production 
engineering, procurement 

V ... . ................ 
architecture, processes, 
support systems, techniques, 
facilities management 

V 

Business 
Principles 

Management 

Information 
Technology 

~ 

forum, network, services, 
attachments, political & 
commercial implications 

V 

teletraffic, performance, 
quality of service, economics, 
modelling, interconnect 

architecture, PSTN, mobile, 
private, video, numbering & 
addressing, evolution 

Switching, signalling 
transmission, data, 

Operations 

Q 

Network 
management 

Q 

Standards 

Network 
Performance 
& Economics 

Q 

Networks & 
Terminals 

Q 

~ 

optoelectronics, 
radio, signal processing, 
control 

Fig. 4. Curriculum Structure and Design Principles 

The educational methods for mature engineering stu-
dents differ from those employed in university undergrad-
uate courses. The aim, in the case of the university under-
graduate, is at least to build up basic skills in mathematics, 
analysis and scientific logic and to develop a base of knowl-

Systems 

Q 

Technology & 
Techniques 

edge in one major branch of engineering (e.g. electronic 
or mechanical engineering etc.). 

In the case of further professional education for the 
mature engineer in the telecommunications sector, three 
main aims are to: 
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• encompass the major fields pertinent to telecommunica-
tions engineering; 

• build a thorough understanding of the telecommunica-
tions business process; 

• establish the connection between engineering and busi-
ness issues. 
In achieving these aims there is a conflict between 

breadth and depth; the breadth of what is proposed 
is significant. It is arguable that an attempt is being 
made to put the engineer through at least two further 
degree courses. But too extensive a course comes into 
conflict with the time a professional engineer has available 
to spend on further study without adversely affecting 
their career. To make the connections satisfactorily it is 
essential that the breadth of activities across the business 
of telecommunications be encompassed, it is the depth of 
the educational process that inevitably has to be sacrificed 
to some extent. However such a broad coverage will better 
equip the student to identify the critical areas which need 
investigation in more depth. It is the very maturity of 
the professional engineering student that can make this 
process feasible. 

The design philosophy of an educational programme for 
mature telecommunications engineers is that it should: 
• Build students knowledge in a logical manner starting 

with the finance and marketing aspects so that in 
subsequent, technology and network oriented segments, 
delegates would always relate back to the business 
implications and market applications of the subject. 

• Be application oriented and experiential to relate the 
theory to the practice of running a telecommunica-
tions operating business. This can be achieved by such 
things as a specially designed competitive telecommuni-
cations simulation i.e. business game, which should run 
throughout the programme and phased to integrate with 
lectures so that, for example, marketing theory lectures 
are followed by exercises to produce market forecasts, 
product plans etc. 

• Have lecture topics covered by a subject matter expert 
but also reinforced by a "practising manager" from the 
industry working in the area of the subject who debates 
the practical issues with students. 

• Add value to the company for whom the student works, 
over and above the educational value. This may be 
achieved by requiring the student to undertake a num-
ber of major projects plus their dissertation. Each 
project should be sponsored by a senior manager in the 
company and requiring the student to undertake a prac-
tical investigation, the resulting report being circulated 
to interested people in the company. Projects should 
encompass network, finance and market related aspects 
such as design of new network platforms, financial anal-
ysis of network operations, determination of communi-
cations requirements of specific customers etc. 

• Encourage team working by extensive syndicate exer-
cises. Syndicate members should be selected to give a 
balance of experience so that they contribute to each 
others education. 

• Have high intellectual requirements and be assessed 
so that students are required to cope with a good 
deal of pressure to successfully complete the course. 

Coping with pressure is symptomatic of the modern 
telecommunications business. A useful intellectual 
benchmark is a Masters degree; indeed, validating such 
a course for the award of such a degree has the merit 
of giving successful students a tangible and externally 
recognised reward and also subjects the course to 
regular quality checks to maintain standards. 

4. PART TIME EDUCATION 
Clearly, full time education gives a student the best 

pedagogical experience and as such, a telecommunications 
MSc should occupy at least one year of intensive study. 
However, such an absence from work is becoming increas-
ingly difficult to arrange for a mature engineer, both from 
the employers perspective in loosing a valuable resource 
in a time of high work load; also from the students point 
of view due to the domestic disruption and loss of business 
continuity. 

It is therefore necessary to seek alternative means of 
part time education that, as far as possible, mirrors the 
advantages of a full time course. This is becoming more 
achievable using the emerging technology that telecommu-
nications customers are clamouring for, namely, multime-
dia communications. 

5. TECHNOLOGY BASED TRAINING 
Technology Based gaining (TBT) learning is not a new 

technique, for some years distance learning has been car-
ried out using tools such as interactive video disc, re-
mote video conferencing, TV (including satellite) and ra-
dio broadcast, computer based instruction and intelligent 
tutoring systems. However, the emergence of the mul-
timedia (audio, text, fixed image and motion video) PC 
and networking capability offers a much richer interopera-
tion of media type, information storage and retrieval, and 
networking flexibility; hence a more powerful set of ed-
ucational tools. Additionally, present trends indicate that 
prices will continue to fall and power increase for many 
years to come. Therefore, high quality technology based 
training is now a reality even though it has not been em-
braced with any enthusiasm by academia. 

It can be argued that distance learning using TBT tools 
can never replace the interactive, dynamic face-to face 
experience of the lecture theatre. Never-the-less, used 
wisely in conjunction with the right balance of residential 
and remote learning it can bring the benefits of a part time 
course close to that achieved by full time education. 

6. TBT TOOLS 
Packaging — of multimedia material from a variety of 
sources is becoming easier and cheaper with the emer-
gence of more user friendly authorware software. This will 
allow academics to create their own material in as routine 
a manner as today's lecture notes. Additionally, the power 
of moving graphics combined with video will allow complex 
subjects to be taught in a more understandable manner. 
But such packaging is still in its infancy and it is estimated 
that lecture preparation would currently take more than 
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double the time of conventional material. It can be ex-
pected that a number of new entrants to the education 
field will emerge to provide generic and tailored multime-
dia packages distributed by CD-ROM or the telecommuni-
cations network in competition with paper based material 
from the publishing industry. 

Distribution — Material can be distributed to a remote 
location via the telecommunications network or physically 
via CD-ROM. The latter is currently most used with discs 
that can now hold more than 60 minutes of video material 
and considerably more of mixed media. They are cheap to 
produce ( CL1 per copy) and are robust for transportation. 
However, network based solutions such as videoconfer-
encing and multimedia client-server systems are becoming 
increasingly more viable for education. Adequate network 
platforms using ISDN and copper (ADSL and HDSL) 
based access to intelligent digital networks are becoming 
more widespread and economical. In the longer term, it is 
expected that fibre access to ATM based B-ISDN systems 
will produce significant improvements in quality, flexibility 
and economics. 

Messaging — E-Mail is well established for text and in 
world wide use by academics via networks such as Internet. 
But it can be expected that multimedia enhancements will 
be developed allowing media files to be "drag and drop" 
exchanged on line. 

Display — PC's already in use for trainee's main job 
functions are increasingly being equipped with multimedia 
capability for virtual team working using "Groupware" 
applications. Such machines can have an auxiliary use for 
education and linked together to share a variety of media 
type such as, 2-way video image, audio, slide/graphic, video 
drawing space ("chalkboard"), and shared applications such 
as spreadsheets. 

7. USE OF TBT 
Videoconferencing — may be used in a variety of combina-
tions to link live lectures to remote classes to overcome ge-
ographic separation and venue or audience size limitations. 
Enhancements by the use of multimedia and shared appli-
cations assist the education value but there is a feedback 
problem without the live environment where participants 
can not sense the state of the class. Participants must 
also familiarise themselves with the new social conventions 
required for successful interaction which require a more 
disciplined approach. In future, large screen technology 
to create a more realistic "telepresence", where all partici-
pants can be seen, will be more powerful. 

Desktop conferencing with widely dispersed participants 
is more successful when the members of the team are fa-
miliar with each other and a period of team building before 
launching into virtual working is to be recommended. 

The potential problems of simultaneously managing the 

technology and lecturing should not be ignored. An 
inadvertent wrong keyboard operation could lose the 
material and wreck a lecture. However it is to be 
expected that simpler human interfaces and protocols will 
be developed to minimise such a risk. 
Computer Based Instruction — comprises software pack-
ages of pre-configured training material networked to indi-
vidual PCs/workstations. It can include recorded lectures, 
course notes, exercises and tests, research material (text, 
graphics and video), experimental models and simulations, 
case studies etc. This is a useful training tool but is most 
effective when used in conjunction with face to face (using 
video conferencing if necessary) tutorials. 

Intelligent Tutoring Systems — with some form of artificial 
intelligence are well established to offer individual students 
interactive computer based education customised to suit 
the style and pace of individual students. But they are 
currently complex and expensive to develop. 

Network Accessed Databases — are a valuable tool for 
research and the use of network based "Intelligent Agents" 
as a context sensitive help facility to navigate to the 
relevant database will be of significant assistance. Such 
electronic libraries will cut down the time for research 
which will be more comprehensive and better linked to 
enhance the quality of projects. 

Desk Top Publishing — is now a well established tool in its 
various forms of word-processing and graphics, and being 
continually enhanced to make it more powerful and user 
friendly. Its use can result in significant productivity im-
provement in the production of lecture material and stu-
dent reports, their visual quality and ease of assimilation. 

8. STRUCTURE OF A PART TIME PROGRAMME 
A part time programme for mature telecommunications 

managers covering the syllabus outlined in Figs. 3 and 4 
at "Masters" level could be of 2 years in duration with a 
balance of residential and distance learning. The structure 
of such a programme is shown in Fig. 5. 

In the example shown, there is only 3.5 months of 
residential education which therefore has to be used wisely 
to obtain maximum pedagogical benefit. Lectures should 
therefore be of the more advanced aspects of a subject, 
the basic aspects being dealt with by distance learning. 
Other aspects dealt with on the residential modules are 
shown in Fig. 5. It is suggested that the first residential 
module be relatively long period, say, one month, in 
order that adequate team building can be carried out 
to achieve effective virtual team working in the non-
residential periods. It also allows the consolidation of the 
basic understanding of the telecommunications business 
necessary for students to work alone or in virtual teams 
during the non-residential periods. 
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9. NON-RESIDENTIAL PERIODS 10. CONCLUSIONS 
The non-residential periods require careful scheduling 

and supervision in order to reap maximum benefit. A 
number of E-Mail, scheduling and project management 
packages are available to facilitate this and they should be 
available to faculty and students via the file server. An 
illustration of the way such periods may be run is shown in 
Fig. 6. 

Students will obviously need to be keyboard literate with 
reasonable typing proficiency. Areas well suited to these 
periods are: 
Distance learning — using a variety of CD-ROM and 
network delivered multimedia packages but scheduled to 
a timetable with assessment of progress by exercises and 
remote tutorials. Needless to say, the course will inevitably 
migrate to a paperless programme with traditional lecture 
notes stored in the file server. Modelling and simulation 
exercises can be remotely controlled via the file server. 
Remote lecturing — can be carried out to individual 
students via their PC's or groups if they are collocated. 
Such lectures may be one way video and audio, two-way 
video and audio or one way video and two way audio 
depending on the amount of interaction that is necessary. 
Projects — should be practical and of benefit to that part 
of the industry where the student is employed. Research 
may be carried out from company and external databases 
together with remote interviews using videoconferencing if 
convenient. Regular remote tutorials may be carried out 
and draft reports can be prepared using desktop publishing 
and jointly discussed on screen by student and tutor. 
Syndicate exercises and group projects — can be carried out 
by students operating as a virtual team using "Groupware" 
packages that enable them to jointly work on spreadsheets, 
multimedih presentations and reports on screen. 
Telecommunications Business Games (Business Simulations) 
— are an important element of the course to consolidate 
the learning by realistically simulating the various aspects 
of running a telecommunications business. They are well 
suited to remote control and virtual team working if soft-
ware based. 

There is a clear case for continuing professional devel-
opment of telecommunications engineers arising from the 
pace of technological development together with the in-
creasing pressures that are accelerating the processes of 
telecommunications business change. Given the highly in-
teractive nature of the telecommunications business, such 
education should aim at broadening the understanding of . 
engineers rather than deepening their specialization. How-
ever, the increasing competitive and financial pressures on 
the industry make it difficult to release valuable engineers 
to undertake full time education. It is therefore inevitable 
that part-time education will assume an ever more impor-
tant role. It is suggested that the use of the very tech-
nology and services provided by the telecommunications 
industry provides the means of achieving high quality part-
time education that will: 

approach that provided by full-time education; 
• increase the opportunity for mature engineers to obtain 

the type of education necessary to maximise their 
contribution to the industry; 

• reduce the costs of such education and increase the 
efficiency of the academic community, there will be no 
global boundaries; 

. introduce students to virtual team working, an inevitable 
trend in the industry and its customers. 
However, the value of traditional face to face education 

should not be underestimated and a successful part time 
course will result from the optimum balance of residential 
and remote modules. Much of the technology described 

in this paper is already available or underdevelopment for 
release in the near future. Indeed, BT and UCL are cur-
rently redesigning the in-house MSc course in Telecommu-
nications Business as a part-time modular programme to 
use such technology and based on the principles outlined 
in this paper. The pace of IT and communications de-
velopment will continuously reduce the costs, increase the 
power and features and improve the usability making such 
education ever more attractive. 

Keith Ward retired from BT at the end of 1992 after a career 
of 44 years during which he rose from apprentice to Chief 
Engineer responsible for planning and implementation of BT's 
UK network. During the latter years he developed and ran the 
BT Telecommunications Masters Programme for high potential 
BT middle managers as its Dean of Studies. He is now 
employed by University College London as Visiting Professor in 
Telecommunications Business where he is involved in running 
full time and part time MSc courses in telecommunications 
engineering and business studies. 
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The impact of increased competition on the network architecture of 
an incumbent telephone operating company is examined. A top-
down analysis is performed in which: (i) the increasingly competitive 
telecommunications industry is analysed, (ii) a proactive response 
by the incumbent is recommended, (iii) the resulting impact on its 
existing network architecture is determined. 

1. INTRODUCTION 
This paper describes the impact of competition on the 

network architecture of a service provider previously op-
erating as a monopoly and provides network deployment 
recommendations that enable the newly competitive ser-
vice provider to meet new service and business objectives. 
The paper is divided into three main sections, correspond-
ing to a top-down analysis (Fig. 1). First, the increasingly 
competitive telecommunications industry is analysed and 
the impacts of emerging technologies, changing business 
factors and increased user sophistication are examined. 
Next, a proactive telephone operating company response 
to competition is proposed. Finally, a corresponding net-
work architecture evolution strategy and deployment rec-
ommendations are provided to enable operating compa-
nies to meet the business challenges of the 1990s. 

Industry Analysis 
. deregulation and competition 
. increased user sophistication 

Operating Company Strategy 
. protect and enhance existing revenue streams 
• develop new revenue streams 

Network Architecture Evolution 

Fig. 1. Top-down analysis to determine network architecture 
evolution. (i) The changing industry structure is analysed. (ii) A 

proactive response to competition by the incumbent is recommended. 
(iii) The impact on the network architecture is described. 

2. INDUSTRY ANALYSIS 
Several factors are altering the traditional telecommuni-

cations environment. Deregulation, enabling competition, 
is occurring at a rapid pace in many countries. Tech-
nology performance is increasing at an exponential pace. 
End-users have requirements that are increasingly diverse, 
sophisticated and use higher bandwidths. The impact 
of these trends on incumbent telecommunications service 
providers is examined. 

2.1. Deregulation and Competition 
Several countries have modified their regulations to 

allow competition in telecommunications services, and 
many others are considering similar changes in their 
legislation [1]. Generally, deregulation is structured so 
that competition emerges in phases-cellular, toll, access, 
value-added services and finally local switching. New 
competitors emerge at each stage of deregulation and 
benefit by targeting only the most profitable segments of 
a traditional operating company's business. 

In this environment, the incumbent telecommunications 
provider must be services driven to remain competitive. 
This creates a focus on rapid introduction and deployment 
of new services. 

2.2. Increased Technology Performance 
A second trend in the telecommunications industry is 

the exponential increase in technology performance, as 
evidenced by lower costs for bandwidth, processing power 
and data storage technologies. For example, end-users 
today enjoy a desktop computer with the processing power 
equivalent to a 1980 mainframe system. 

This sophisticated technology has also found its way 
into the service provider's environment. In a regulated 
environment, the life of capital infrastructure investment is 
dictated by a regulator, while in a competitive environment 
it is set by competitors' strategies, technology evolution, 
and service trends. In such an environment, equipment is 
replaced more rapidly and must therefore be depreciated 
more quickly. Thus, in a competitive environment, the 
management and timely deployment of new technologies 
becomes a strategic factor. 

2.3. Increased User Sophistication 
A final trend in global, telecommunications is the in-

crease in user sophistication, diversity, and bandwidth re-
quirements. End-users demand a wide variety of telecom-
munications services, including: 
. higher bandwidths, 
• customized services, 
• control and manageability, 
• reliability and survivability, 
• simplicity of operation, 
• globally ubiquitous services, 
• increased mobility. 

To remain competitive, a service provider must intro-
duce new and innovative services at a rapid pace. 
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3. OPERATING COMPANY STRATEGY 
In a restructuring telecommunications industry, it is rec-

ommended that an established operating company pursue 
a proactive response to competition (Fig. 2). In a monop-
olistic environment, business cases are typically driven by 
factors such as capital requirements and savings that would 
be achieved in operations, administration and maintenance 
(OA&M). 

Market 
size 

, 
r 

Total market 

Proactive 
New entrant's 
share 

/i 
•:íf^ti ̀':+r'+~~"~ Reactive // 

ri 
Status quo 

Time 

Incunbent's 
share 

Competition 
Begins 

Fig. 2. Market share to a competitive environment. When 
competition begins, an incumbent service provider can adopt a 

proactive strategy and therefore increase its potential market share. 
Maintaining the status quo will result in a reduced market share. 

As competition is introduced, and competitors target 
specific high-value market segments, revenue protection 
becomes the key deployment driver. In such an environ-
ment, deployment planning is said to be reactive in na-
ture. In a fully competitive environment, the best plan-
ning approach is proactive — customer needs, competitor 
offerings and technology availability are the driving factors 
behind service deployment. The key factors considered 
in a proactive business case include revenue generation 
through the introduction of new services, as well as capital 
requirements, OA&M savings and revenue protection of 
existing services. 

The competitive proactive approach discussed in this 
paper is based on two strategic thrusts: 

(1) The telephone operating company should protect 
and enhance its existing revenue streams by exploiting 
and enhancing its existing services and its installed base of 
access, transport and switching equipment. 

(2) The telephone operating company should strategi-
cally select, enter, and win new markets. In order to 
be successful, the operating company may need to form 
partnerships or strategic alliances to obtain the required 
functionality to enter a new market. 

4. NETWORK ARCHITECTURE EVOLUTION 
Implementation of these two proactive thrusts will re-

quire evolution of the telephone operating company net-
work. This section provides recommendation that allow 
the network to evolve to achieve these thrusts. 

4.1. Protect and Enhance Existing Revenues 
A telephone operating company should exploit its exist-

ing strengths in telephony. The approach suggested is a 
phased method in which the incumbent performs a num-
ber of network modernization steps. It is likely that these 
actions will overlap one another in various parts of the 
network. 

1. Modernize switching base to digital 

The incumbent first completes the modernization of its 
switching base to digital technology. For most operating 
companies, this step has begun, and in some cases is al-
ready complete [2]. While modernizing to digital, depreci-
ation of digital technology should be accelerated (as com-
pared to analog depreciation rates) to allow regular up-
grades (processing, memory, service enhancements), thus 
ensuring that the operating company is on an equal tech-
nology footing with competitors. 

2. Exploit service capabilities of digital base 

Once modernization has begun, the digital base can 
be exploited by deploying revenue- generating nodal and 
local area services such as centrex and voice-mail to 
increase the service revenue of the digital investment. 
This trend to rapidly market and deploy services drives a 
need for ongoing infrastructure investment, a factor often 
ignored when classical planning approaches are applied to 
digital technology. The infrastructure utilization due to 
service demands must be continuously evaluated and the 
technology and capital investment required to meet these 
demands must be expected and planned for. Thus, service 
provider business cases for infrastructure technology are 
based on a coupling of services and technology. 

3. Modernize the signalling network 

The third step involves establishing an advanced sig-
nalling network infrastructure. Generally, modernization 
of the signalling network begins with the toll network, 
and ends with the local network. As well as reducing 
call-completion times and increasing network efficiency, 
it will also allow operating companies to begin deploying 
sophisticated revenue-generating services such as 800/008, 
calling-name delivery, and other Intelligent Network (IN) 
and Advanced Intelligent Network (MN) based services 
throughout the network. 

4. Network interconnections 

Incumbent networks will increasingly be required to in-
terconnect to other networks. First, regulatory decisions 
will force interconnection of local or toll switches with 
those of competitors. As competition for other services 
emerges, so too will interconnection requirements to other 
competitors. Second, increased numbers of partnerships 
and alliances will drive interconnection to partner net-
works. These partner networks may use different tech-
nologies, thus challenging planners to provide seamless 
interworking (using these different technologies) from an 
end-user point-of-view. Finally, user demands to cus-
tomize, control, and manage their own services will re-
quire interconnection to customer networks. These in-
creased levels of interconnection will be required in both 
the switching and signalling networks. 

4.2. Enter New Markets 
The second strategic thrust — to strategically select, 

enter, and win new markets   may also require network 
evolution. The evolution may include building on the ex-
isting network, building or purchasing an overlay network, 
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and/or unbundling the network to enable partnerships. 
The best alternative is governed by the market and service 
requirements (Fig. 3). 

Network Options for Entering New Markets 

Option 1. Use Existing Network 
Advantages: high network coverage 
Issues: optimized for telephony services 

Option 2. Deploy an Overlay Technology 
Advantages: independent operating environment; en-
ables speed to market; can use short-lived technology 
Issues: limited network coverage 

Option 3. Find Partner/Form Strategic Alliance 
Advantages: potential to exploit strategic strength of 
partner company; partner shares risk of offering new 
services 
Issues: profits must be shared with partner; may 
require interconnection of different technologies 

Fig. 3. Options for entry to new markets. The best strategy is 
governed by the market and service requirements. 

Option 1. Use the existing network(s) 

Based on traditional planning methods, operating com-
panies may consider deploying new services by modifying 
the existing network. This method is best for those services 
that are closely related to voice telephony, such as voice 
mall. 

Option 2. Deploy overlay technology 

For services that do not map easily to the existing 
technology base, such as data services, overlay technology 
may be the best alternative. Conventional wisdom states 
that minimizing overlay networks will reduce operations 
costs. However, overlay networks may be required for 
a number of reasons. In cases where the life of the 
service and its related equipment is likely to be short, 
there is low risk in deploying an overlay solution because 
equipment can be depreciated at a rate comparable with 
the actual life of the service. In addition, overlay networks 
enable rapid service deployment since there is no need 
to modernize an established base. However, to minimize
network complexity and operations costs, overlay networks 
should be based on an architecture that provides intelligent 
modular network blocks that communicate with other 
network elements via standard interfaces. 

Option 3. Establish partnership 

A third option for the operating company is to partner 
with other service providers or network operators to share 
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the risk of entry. Partnerships or alliances are formed 
when the incumbent service provider has identified a 
strategically important capability that it lacks the core 
competency to provide (Fig. 4). With this approach 
the network of the operating company is unbundled, 
allowing partner networks to fully interconnect to the 
access, switching, toll and/or signalling networks of the 
operating company. For example, access to the company's 
signalling network will allow value-added service providers 
to offer new services such as home banking and shopping 
by customizing the messages displayed on a user's phone. 
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Fig. 4. Partnerships are established when a required capability is of 
high strategic importance and a low core competency exists 

5. SUMMARY AND CONCLUSION 
The traditional monopolistic environment of an estab-

lished telephone operating company is undergoing signifi-
cant change. In order to respond to emerging competition, 
the company must evolve its network. Two companion 
thrusts are recommended which allow the established ser-
vice provider to take a proactive strategy in evolving its 
network architecture. 

The first thrust, that of protecting and enhancing exist-
ing revenue streams, requires network evolution towards 
an architecture that supports advanced network services. 
This evolution occurs in phases: deploying digital switching 
technology to enable advanced nodal services, modernizing 
the signalling network to enable network-wide enhanced 
services, and finally planning for network interconnection 
to customer, partner, and competitor networks. 

The second thrust involves strategically selecting, enter-
ing, and winning new markets to establish new revenue 
streams. Entry of new markets may involve enhancing the 
existing network, deploying overlay technologies, or estab-
lishing partnerships and/or strategic alliances. 

[2] Americas Public Switching Market: 1993 Edition and Asia-
Paciflc/Middle East Public Switching Market: 1993 Edition; 
Northern Business Information. 
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This paper discusses the motivation behind the use of dynamic control 
schemes in the management of digital telecommunications networks. 
The emphasis is on the unique demands and drivers placed on a 
network operator company in a competitive market. This paper 
outlines the logic behind the deployment of dynamic network control 
schemes and how this differs to the analysis made by companies in a 
monopoly environment. 

1. INTRODUCTION 
Since the early 1980's, governments and regulators 

around the world have been introducing competition into 
the telecommunications industry The reasons for this are 
worthy of an extensive essay on their own. Regardless of 
these reasons, competition is here to stay in many markets 
and is certain to be introduced in many more before the 
decade is out. 

The introduction of competition to a market creates 
many interesting new challenges and drivers for the incum-
bent operator. These challenges go well beyond how to 
build a network that can interconnect with the new opera-
tor. How will pricing strategies dictate traffic flows? What 
will be the effect on holding times and calling rates? The 
list is endless 

Underlying all these questions is the most fundamental 
of all — how can the incumbent operator not only survive 
the rigours of competition, but thrive, grow and expand? 
The answer in virtually all cases will lie in the ability of the 
incumbent operator to recognise the need to become more 
orientated to being a service provider for its customers. 
This will mean setting in place the network, processes and 
systems, that can support excellent customer service and 
provide a high standard of perceived performance. 

In contrast, dynamic network control strategies have 
existed in academic literature for years. There has 
however, only been limited deployment of these many 
schemes into real networks. Why is this so? Perhaps 
the answer lies in understanding what is common about 
the operators that have pursued these dynamic control 
strategies the most aggressively. Indeed, each of these 
operators is exposed to strong competition for network 
services! 

This paper examines how the introduction of competi-
tion to a market influences the strategies used by opera-
tors in controlling and managing the network. The estab-
lished network infrastructure of an incumbent operator is 
a large and valuable asset. It is also a potential handicap 
to competing with a new entrant that sets up a network 
in a green fields situation. Typically, new operators will 
deploy the latest technology and use simple architectures 

to exploit this advantage, through adjunct systems which 
are loaded with functionality that give a competitive edge. 
Any initiative that can be taken to gain a perceivable ad-
vantage through effective control of information flows in 
the network needs to be pursued. 

After initially describing the characteristics of a compet-
itive market and comparing those to a monopoly market, 
a network control model is introduced to enable discussion 
around the concepts of network control. The significant 
competitive edge provided by dynamic control systems is 
then examined. 

2. COMPETITIVE MARKET CHARACTERISTICS 
The introduction of competitive carriers into a monopoly 

market substantially alters the traditionally understood 
calling patterns of customers. An increase in market vol-
ume is the most visible result, but the tremendous volatility 
of profile variations and dispersions are alarming. 

A key disruptor to traffic profiles is "spot specials" 
(from any carrier) that result in peak volumes of traffic 
rapidly flip-flopping throughout the network to either the 
incumbent's Long Distance network or to the competitor's 
gateways. Holding times also lengthen as customers take 
advantage of lower prices, but holding times now become a 
function of the tariff period in which they occur! Customer 
redial behaviour now has a new dimension as calls are not 
abandoned when congestion or busy signals are received 
— instead the call may be lost to the other carrier! 

Significantly, there is considerable practical evidence 
that when customers can get their calls through on the 
incumbent's network, they do not try the competitor's 
network. This is an important calling pattern to set 
in a customer's mind, as it discourages these customers 
from getting confidence in the other carrier's network and 
perceiving it to perform better than the incumbent's. 

All practical evidence convincingly destroys any previous 
assumptions of traffic flow stationarity in the so called 
"busy hour". A competitive market's traffic is anything but 
static in all key parameters for defining that traffic flow —
volume, dispersion, holding time, arrival rate. 

At the same time, an operator's capital drivers require 
better utilization of installed plant, thus the traditional 
method of ensuring good performance in a monopoly 
market cannot be used — over provision. The time to 
react to changes in point to point capacity requirements 
also needs to be much shorter than the yearly provisioning 
cycle and thus more aligned with market demand. 

The final and probably the most important consideration 
concerns call completion probability. Since call revenues 
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must also reduce through competition (as a result of lower 
prices and loss of market share), the need to maximise 
the call completion probability is paramount. Even the 
smallest fraction of a percent increase in call completions 
can add significantly to the revenue collected. Call 

completion probability or Grade of Service are important 
measures of call quality and are indicators of the market's 
perception of the performance of the network. 

In summary, the table below compares these character-
istics of monopoly and competitive environment. 

Table 1. Comparison of Network Characteristics in a monopoly versus those in a competitive market 

Characteristic Monopoly 
Environment 

Competitive 
Environment 

Holding Times 2 to 3 minutes. 3 mins in working hours. 
5 to 15 mins outside. 

Dispersions Static in Busy hour. 
Static in off peak. 

Volatile in all traffic periods. 

Volume (call arrivals) Modest growth to a set daily 
and diurnal profile 

Volatile fluctuations dependent 
upon advertising strategies. 

No. of Mass Calling Events Increasing. Very frequent, increasing. 
No. of products types using 
Number Translation facility 

Small, increasing. Very many offered by incumbent 
and other carriers. 

Call abandonment rate 
(on busy/congestion) 

Typically 30 % Much higher as calls are lost 
to other carriers 

No. of re-attempts on busy 2 to 3. 2 to 3. 
Provisioning rate Yearly. Needs to closely match demand. 
Junction utilization rates Say X Erlangs/Circuit. Y Erlangs/Circuit, X<Y. 

3. NETWORK CONTROL MODEL 
In order to discuss dynamic network control strategies 

it is necessary to define a suitable model. The flow of 
services and products through the various elements of a 
network can be represented by the diagram in Fig. 1. This 
diagram demonstrates the layers in which control can be 
exerted in the network. 

Traffic Control Layer' 

Routing Control Layer 

Transmission Control Layer 

Path Control Layer 

Fig. 1. Network Control Model 

In the Traffic Control Layer, customers generate point 
to point traffic flows for individual products. The Traffic 
Layer can be considered as a set of point sources and sinks 
with only logical links existing. A type of control strategy 
that can be applied in the Traffic Control layers is call 
gapping. 

In the Routing Control Layer, traffic from point sources 
is directed on to routes by some routing algorithm and 
using switches to focus and distribute the traffic. Apart 
from standard fixed routing schemes, there are several dy-
namic schemes in the academic literature and some oper-
ators have successfully deployed a selection of these. In 
the Transmission Path Control Layer, the routes between 
switches are established on transmission paths that criss-

cross the network. Path control in this layer can be man-
ually patched or use path protection switching such as in 
SDH. 

In the Transmission Media Control Layer, the transmis-
sion systems that carry the traffic from point to point are 
carried on physical media such as Optical Fibres, Copper 
or Radio. Switching to alternative media in the case of 
bearer outages can be performed manually or automati-
cally such as by a DXC. 

Clearly, control strategies can be developed for each 
layer, but if each layer attempts to independently optimise 
the carried traffic under various conditions, the result may 
be anything but a global optimum! Unified or at least 
co-ordinated control strategies are required to ensure that 
actions taken at each layer are made with knowledge of 
the impacts and available resources at each of the other 
layers. 

4. SIMPLE NETWORK STRUCTURE 
The management of complexity in networks requires 

acceptance of the fundamental need to build simple 
network structures. The key ingredients for commercial 
success in telecommunications come from price, features, 
time to market and customer service. The delivery of 
high quality customer service in a cost effective manner 
can only occur if the structure of the underlying network 
that is delivering the features to customers is simple 
and therefore easily modelled. Similarly, fast delivery 
of features with enhanced functionality is easily achieved 
through a simple Network structure. 

A good model for such a structure is the Two Layer 
Architecture shown in Fig. 2. In this model, the lower 
layer provides access to the network for customers, so the 
switches of this layer are rich in features and function-
ality. In the upper layer, end to end connectivity for a 
national network is provided by a small collection of large, 
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customer-less tandem switches. 
Transit Network 
Switches 

Local Access 
Switches 

Fig. 2. Simple Two Layer Architecture for modern 
telecommunications networks 

This model is not a new revelation in architectural 
design, but it is surprising how quickly this simple structure 
can become distorted unless a conscious decision is made 
to maintain simplicity Naturally, this architecture is most 
suitable for all digital networks and is thus the type of 
network in which a dynamic control scheme is likely to be 
applied. 

5. ADVANTAGES OF DYNAMIC NETWORK 
CONTROL SYSTEMS 
The business drivers for development of a network in a 

competitive environment can be described as follows: 
1. Customers must perceive high quality in network based 

products. 
2. Utilization of installed plant (capital) must be high. 
3. The network must exist in an environment which is 

rapidly changing in all important parameters. 
4. The network must be inexpensive to manage and oper-

ate. 
5. The network must be inexpensive to plan and build. 

The two important physical network characteristics that 
summarise this list are circuit utilization efficiency and call 
completion probability. When a network is thrust into a 
competitive environment, the only possible way of improv-
ing these two characteristics is through a dynamic network 
control system! Typically, state dependent dynamic con-
trol algorithms attempt a maximum flow optimisation of 
calls arriving into the network and are more effective than 
time dependent systems, (although this latter type is often 
a good first step along the path to dynamic control im-
plementation). State dependent dynamic control systems 
are best able to manage traffic flow and routing so that 
maximum possible performance is obtained. 

Traditional control schemes, using manual methods of 
updating the network, rely on fixed routing strategies 
that have been calculated under some assumption of 
stationarity, and thus, cannot possibly react fast enough in 
a dynamic environment. 

Indeed the only control scheme that can cope with such 
an environment is one which can execute control actions 
in a time scale that is shorter than (or at least comparable 
to) the time constants for change in the network. Even 

the best manual system relies on telemetry, about the 
network status which is at best 3 to 5 minutes old, and this 
is well outside the time frame to prevent degradation of 
performance given the volatility of network traffic flow. 

Dynamic control schemes affecting the Traffic and Rout-
ing layers of the Network Control Model must therefore 
exert control in a time frame of the order of every 5 to 
20 seconds. Furthermore, there is considerable theoreti-
cal and practical evidence to support execution of these 
control actions from a centralized processing centre that 
models the flow of traffic and status of the network so that 
it is best able to obtain a global optimum. 

Centralized control systems operating in short update 
cycles to provide the most optimal call completion prob-
abilities. Provided a physical implementation of such a 
scheme can be practically deployed, they are thus highly 
desirable for a network operator. Feedback from success-
fully deployed systems indicates improvements in grade of 
service from 1 % to 0.01 % at the same time as circuits 
have been reduced by more than 5%. 

The added benefit of a dynamic control system is its 
ability to cope with instances of stress associated with the 
failure of key network infrastructure. The same algorithms 
that optimise total network flow under normal conditions 
continue to operate when substantial capacity reductions 
occur. Control actions in the lower two layers of the 
Network Control Model will work to restore this capacity, 
but the time scales of controls in this layer are typically 
longer than those in the top two layers. Thus, whilst the 
Transmission and Path control algorithms (be they manual 
or automatic) are busy restoring capacity over a time scale 
of minutes or hours, calls are being rerouted or gapped, in 
time scales of seconds or less. 

This later point does however highlight the need for 
coordinated control across the four layers of the Network 
Control Model, especially as dynamic methods are pro-
gressed to the lower layers of the model. Situations can be 
easily conceived where overall traffic flow can be improved, 
by giving priority to capacity restoration of specific routes, 
ahead of others affected by the same path or system loss. 
This strategy will become even more important, as ATM 
admission control algorithms that manage the capacity re-
quired for a particular point to point demand are devel-
oped. 

The deployment of a centralized dynamic control sys-
tem, can also lead to improvements in the expense re-
quired to manage, operate and plan the network overall. 
Apart from automating the application of controls to the 
network, and therefore cutting direct manipulative costs in 
Network Management; the opportunity exists to use arti-
ficial intelligence to interpret the wealth of network status 
data passing through the centralized system, and thus de-
termine provisioning requirements across the network. 

In other words, on a daily• basis, it becomes possible 
to have the network tell the operator the best way to 
configure the network and where the next group of circuits 
should be added! Significant planning expenses can be 
greatly reduced by simple processing systems linked with 
a dynamic control system. Operational savings are also 
obtained, by integrating the control system with other 
network management and operations systems, so that the 
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common use of the telemetry on network status, facilitates 
improvements in a range of other operational processes. 

There are other opportunities presented by centralized 
dynamic control systems. It becomes possible to link the 
control algorithm with a measure of service priority to 
ensure higher revenue traffic flows have a better standard 
of performance. This is an important edge to have when 
large business customers are affected by deep discount 
traffic surges that result from mass marketing activity. It 
is possible to extend this principle and link the centralized 
control system with service databases, and thus apply 
network controls iii a manner appropriate to the type of 
product being carried and its network wide demand. 

Lastly, it is important to emphasise the ability to 
extend these results to ATM call admission and routing 
control. It is self-evident that ATM will require similar 
dynamic control systems to the types outlined in this paper. 
Whilst there is considerable work underway to utilise 
decentralized control algorithms, practical experience in 
competitive networks is demonstrating the real benefits 
of centralized control for achieving a global network 
optimum. 

Regardless of development of dynamic control in to-
morrows ATM networks, there are many good reasons to 
deploy dynamic control in the circuit switched networks of 
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6. CONCLUSIONS 
It has been shown that the deployment of network struc-

tures utilising dynamic control schemes are an essential 
requirement for telecommunications service providers of 
the 1990s. When one considers how long dynamic control 
has been debated in the telecommunications industry, it 
is noteworthy that it has only been the introduction of 
competition that has driven network operators in search 
of every last drop of performance from the capital spent 
on network infrastructure. Dynamic network control has 
come of age and is now a prerequisite for a network being 
operated under strong competitive pressure. 

Dynamic control systems of varying functionality are 
in use in many networks today. Generally the most 
successful systems have proven to be centralized in some 
way. The use of centralized systems opens up many 
other opportunities for expense reduction and enhanced 
functionality delivered to customers. 

Perhaps in a few years, the world will look back on the 
days before dynamic control systems existed and wonder 
how we possibly got by! 
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Network restructuring becomes indispensable from time to time to 
realize high performance under a changing environment. An advanced 
network planning system called PLANET is under development in 
Nippon Telegraph and Telephone Corporation (NTT) to support the 
studies required for network restructuring. This paper describes the 
concepts and key techniques of PLANET. 

1. INTRODUCTION 
The nation-wide telecommunication network continues 

to grow to serve more customers and provide more ser-
vices. As a result, the present network is very large and 
complicated. Various changes may affect networks. Traffic 
flow patterns change significantly, especially in a competi-
tive market. Operation cost is increasing relative to facility 
cost. New transmission and switching facilities are being 
introduced and new telecommunication services are being 
planned. This changing environment necessitates occa-
sional network restructuring to realize high performance. 
An advanced network planning system called PLANET is 
under development by the Nippon Telegraph and Tele-
phone Corporation (NTT) to support the studies required 
for network restructuring. This paper describes the con-
cepts and key techniques of PLANET 

2. CONCEPTS FOR PLANET 

2.1. Integration of long-term and short-term 
planning capabilities 

Conventional and proposed and approaches in network 
planning systems are shown in Fig. 1. The problems with 
conventional network planning systems are summarized 
below. 
• Long-term and short-term network planning systems are 

independent of each other. 
• Long-term network planning systems deal with only 

simple networks. 
• Short-term network planning systems deal with only the 

existing network structures. 

Long-term 
planning system 

~ 
D 

Short-term 
planning system 

DB 

Inflexible for changes in network structure 

Long-term and 
short-term planning 
system 

C 
DB 

~ 

Flexible for changes in network structure 

Fig. 1. Approach to network planning and design 

As a result, the conventional network planning ap-
proach seems inflexible to changes in network structure. 

The guidelines for PLANET are summarized below. 

• The long-term and short-term network planning systems 
are integrated. 

s The long-term network planning system can deal with 
the complexity of exiting networks. 

• The short-term network planning system can deal with a 
restructured network. 

• The proposed network planning approach is flexible 
with respect to changes in network structure (Fig. 1). 
A similar approach has been proposed in (1) to (2). 

2.2. Responsibilities of the network planner 
and role of the support system 

Optimization techniques has been widely used in dealing 
with network design problems. Design problems of circuit 
networks, path networks and transmission media networks 
are usually treated independently in the formulation of 
optimization problems. The parameters in one layer, how-
ever, may depend on those in other layers. Thus, this ap-
proach may not guarantee overall optimization. Another 
problem is optimization is based on a single parameter, 
that is, facility cost. While it is difficult to deal with mul-
tiple evaluation factors in conventional optimization ap-
proaches, network structure must be evaluated in terms of 
multiple factors, such as facility cost, operation cost, and 
the number of nodes and links. 

In our approach, the network planner is responsible for 
choosing a set of candidates for the network structure. 
PLANET is responsible for evaluating the candidates from 
various points of view. It is the responsibility of the 
network planner to select one of the candidates as the 
solution on the basis of evaluation results produced by 
PLANET This approach can deal with the overall aspect 
of networks, inducing circuit, path and transmission media 
networks without the excessive simplification, used in 
conventional optimization approaches. It can also consider 
multiple evaluation factors since the network planner 
responsible for selecting the final solution. A similar 
approach has been proposed in (3) to (6). 

2.3. Function segmentation 
A function block diagram for PLANET is shown in 

Fig. 2. The interface between blocks is defined in a general 
form. The function of each block can be modified without 
changing the interface. Thus, PLANET is flexible for 
function enhancement and modification. 

2.4. Network representation using network components 
The structure of a nation-wide telecommunication net-

work is not always uniform. Various structures may ap-
pear in the network, depending on conditions such as re-
gional characteristics. An efficient network representa-
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tion method is thus required. Overall network structure 
is represented as a combination of network components in 
PLANET The network planner uses a graphical user in-
terface to choose network components and rules for con-
necting them to each other. Thus, he can easily create a 
heterogeneous network structure within PLANET 

Traffic and network data 

Traffic matrix forecast ~ r. 
Traffic and circuit 

-.t• 
network design 

Analysis of existing network 

- Circuit network 
y 

- Path network 

--~{ 

- Transmission media 
network 

--. 

Path and 
transmi Sion 
media network 
design Dedicated circuit torecast F 

Network evaluation 

i 
Facility order 
generation y 

Operation systems 

Fig. 2. Segmentation of network planning functions 

3. DESIGN OF SWITCHED NETWORK 

3.1. Design method 
Two views are introduced for switched networks: traffic 

network and circuit network (Fig. 3). A traffic network 
is macroscopic view of switched network. It is composed 
of traffic nodes and traffic links. A circuit network is 
a detailed view of a switched network. It is composed 
of switches and trunk groups. The design of a switched 
network has two stages, traffic network design and circuit 
network design (Fig. 4). The initial numbers of switches 
for traffic nodes are obtained from the result of traffic 
network design. The final numbers of switches for traffic 
nodes and the sizes of trunk groups are obtained as the 
result of circuit network design. This two-stage design 
process reduces design complexity. 

Switched network

Traffic network

Circuit network

Circuit network
with physical location 

Fig. 3. Hierarchical views of switched network 

Traffic network 

Topology generation 
Routing table generation 

Specify 
design parameters 

Specify 
design parametes 

Circuit network 

✓Traffic assignments Number of switches 
er each TN (Initial values 

Topdm y generation 
Traffic assignmen 

Routing table generation 

Results 
r 
- Number of switches 

per TN (modified) 
- Size of trunk groups 

Fig. 4. Traffic and circuit network design flow 

Fig. 6-1. Subnetwork structure (Type 1) 

Fig. 6-2. Subnetwork structure (Type 2) 

3.2. Traffic network model 
A network is defined as a set of subnetworks, which 

are parts of network administered as a unit (Fig. 5). For 
example, each subnetwork may correspond to an individual 
carrier. A subnetwork is defined for a corresponding area, 
that is, a set of local switches. Subnetworks may be defined 
in the form of an overlay. That is, a subnetwork may 
be defined in small area that is included in another area. 
Traffic between a pair of local switches is carried by the 
subnetwork that corresponds to the smallest area including 
both switches. Two subnetworks, each covering a different 
area, may be connected to each other by setting up a 
connection link between their traffic nodes. The network 
planner is responsible for setting up these connection 
links. 

Network 
SN: Subnetwork 

EN: Elementary network 
(Hierarchical network) 

Fig. 5. Traffic network model 

A subnetwork is defined as a set of elementary networks. 
An elementary network has a uniform network structure 
in terms of topology and routing. Examples of elementary 
networks include hierarchical networks, originating and 
terminating tandem networks, and mesh networks. Ele-
mentary networks can be generated with a relatively small 
number of parameters specified by the network planner, 
since their topologies are uniform. Elementary networks 
may be connected to each other by the same rules as for 
connecting subnetworks. Thus, the network planner can 
generate various subnetwork structures in a building-block 
manner by combining elementary networks. Examples of 
network structures are shown in Figs. 6-1, 6-2, 6-3. 

• _. 

• LS 
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Fig. 6-3. Subnetwork structure (Type 3) 

Near-entl routing 

SN a SN b 

L_e 

Dista t end routing 

Fig. 7. Routing between connected subnetworks 

Two types of routing are available for connected subnet-
works, near-end routing and distant-end routing (Fig. 7). 
Near-end routing makes calls reach the destination subnet-
work as soon as possible; distant-end routing makes calls 
arrive as late as possible. 

4. DESIGN OF PATH AND TRANSMISSION 
MEDIA NETWORKS 

4.1. Transmission network generation 
The network planner specifies the topology of a trans-

mission media network using a graphical user interface. 
The whole structure of a transmission media network is 
represented as a set of elementary networks, such as loops, 
lines, and meshes. Elementary network, may be connected 
to each other. The whole network may have a hierar-
chical structure (Fig. 8). Circuit routing is automatically 
determined for each end-to-end circuit demand according 
to rules specified by the network planner, such as shortest 
path routing and route diversity. 

Medium-distance route 

~ 

BN 

Short-distance route LS 

BN 

- Define transmission routes by using a graphical 

user interface 

- Automatically generate circuit routing table 

Fig. 8. Transmission media network generation 

4.2. Path network generation based on efticiency 
End-to-end circuit demands are mapped onto the trans-

mission media network according to a circuit routing table. 
Bundles of circuits between transmission nodes are de-
signed by using an algorithm based on efficiency specified 
by the network planner to make a path network (Fig. 9). 

&ansmission node equipment is then selected according 
to the path network structure. This result is used to es-
timate the transmission cost at each node. Various path 
network structures can be obtained by changing the effi-
ciency value. The network planner selects one of the path 
structures on the basis of this evaluation. 

JOURNAL ON COMMUNICATIONS 30 



SW 

TS TS 

Map circuits 

circuit routing table 

Number of circuits 
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Generate various path network structures 
by varying efficiency 

5. FEATURES OF PLANET 

TS 

TS 

long-distance route 

medium-distance routes TS 

BN 1.5M X n 
~-------~_'. 

Fig. 9. Path network generation 

The features of PLANET are summarized as follows. 
• PLANET can deal with all aspects of the networks; 

circuit networks, path networks, and transmission media 
networks. 

• The user can define various network structures with a 
small amount of effort. 

• The network is visualized and manipulated using a GUI. 
• The software structure is suitable for function addition 

and modification. 
. The software structure is suitable for porting to different 

OS, hardware, ect. 
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6. CONCLUSION 

TS 

Two types of PLANET, PLANET-N and PLANET-I, are 
under development. PLANET-N deals with large networks 
having more than 2000 local ex' ianges (LEs). PLANET-I 
deals with smaller networks of less than 400 LEs. 

PLANET-N Version 1 was completed at the end of 
March 1994. The main function of Version 1 is the 
circuit network design capability. Version 2 is under 
development. The main function of Version 2 is the path 
and transmission media network design capability. These 
systems work under a client-sever computing environment. 
PLANET-I will run on a personal computer environment. 
English is used as the user interface language. A large 
part of the appcation programs are common to the two 
systems. 
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This paper discusses the structure of local and national telecom-
munications networks based upon SDH. The nature of PSTN and 
private circuit traffic is analyzed to derive options for the local network 
structure. The national network is then considered as providing an 
interconnect service between local networks. The conclusions empha-
size the value of end-to-end path management and protection, and 
the structured use of add-dop multiplexers and digital cross-connects 
to optimize network flexibility and network equipment utilization. 

1. INTRODUCTION 
The hierarchical structure of the transmission network 

was traditionally driven by the requirement to support 
a switching hierarchy of local, regional and national 
trunk switches. The network evolved organically, with 
architectures retrospectively being developed, to analyze 
what is fact had been achieved [4]. 

With the introduction of SDH, especially in a context 
where digitalization has led to a simplification and rescaling 
of the switch hierarchy, it is appropriate to reconsider 
transmission network architectures. 

This paper takes the view of SDH network architecture 
outlined in [2] as a starting point, and introduces a number 
of further options for network design. We start from the 
customers, by considering the function — and consequent 
design alternatives for — the local network. We then 
consider, in a similar manner, the national network, which 
has the local network as a customer. 

The traditional function of the local network has been to 
collect traffic, route local traffic to adjacent customers and 
consolidate more distant traffic to gateway to the national 
network (Fig. 1). 

The Core Network 

provides a service for 

The Local Network 

provides a service for 

Customers 

Fig. 1. A Service Hierarchy 

Historically the link from the customers to the local ex-
change has been at VF (analogue) or 64 kbps. However, 
with the introduction of remote concentrators for switched 
services, 2 Mbps has been pushed closer to the customer 
premises. With SDH it has become expedient to position 

STM-1 multiplexers closer to the customer, so that access 
comes to be everything up to the STM-1 mux (in some cases, 
the STM-1 mux itself is CPE or CLE, however). 

A contemporary view of the proposed structure of SDH 
networks [2] describes three tiers: Tier-3 is from the 
customer to the first major flexiblity point; digital local 
exchange (DLE) or digital cross connect (DXC). Tier-2 is 
the regional interconnect of Tier-3 systems and Tier-1 is 
the national core network. 

While Tier-3 and Tier-1 have relatively well-defined 
characteristics in terms of the nature of the traffic acquisi-
tion and routing task they accomplish, it is possible that the 
existence of a separate Tier-2 network organization will 
become less evident in the future. This mirrors a similar 
simplificiation in the switching hierarchy as DLE's become 
larger (Fig. 2). 

Node to adjacent Uniform Single hub Double hub 
node traffic traffic pattern traffic pattern traffic pattern 

pattern 

Fig. 2. Some Traffic Patterns 

We will look first of all at the structure of local/urban 
networks (Tier-3/Tier-2), and then generate the require-
ments and consequent structural options for the core net-
work, at Tier-1. 

2. THE LOCAL NETWORK 
We shall consider the PSTN traffic and private circuit 

traffic separately in the first instance. 

2.1. Carrying local PSTN traffic 
The simplest local switch arrangement is to hub all 

the handsets, via copper VF or ISDN BRA links to 
the switch. Where loop lengths are long, and as fibre 
costs become more competitive, multiplexers functioning 
as remote concentrators, or remote switching units can 
be placed between the customers and the switch. In this 
evolution the switch becomes larger, terminating more 
traffic, and providing economies of scale and management. 
Some options are shown in Fig. 3. 

In (A) we see a digital local exchange switch (DLE) 
hosting remote concentrators; in (B) these concentrators 
are interconnected to their local exchange via STM-1 
multiplexers on an STM-1 ring; in (C), we see remote 
switching units linked to an STM-1 ring, and hosting off 
a large DLE. In each case, the central DLE has links with 
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other DLE's and the national network. 

Concentrators 
on Ring 

Remote Switching 
Units hosted onto 

large DLE 

Fig 3. Local Network PSTN Traffic 

2.2. Private Circuit traffic 
As with PSTN local traffic, Private Circuit (PC) traffic is 

a superposition of uniform traffic and hubbed traffic. 
It would be traditional to assign direct point-to-point 

links where the traffic level demanded it, and convey 
other traffic to a flexibility point for consolidation and 
grooming'. For many local networks, however, the 
granularity of STM-1 is so large that high fill is rarely 
seen. Additionally, given business churn, this solution is 
too inflexible. This leads to the conclusion that a local 
cross-connect functionality is required both to consolidate 
and groom, and to provide a central point for managing 
traffic, and in particular chum. 

This can be achieved is by acquiring customer traffic 
(typically at 2 Mpbs) onto primary STM-1 muxes, and then 
hubbing these off a 4/1 DXC. See Fig. 4a (which includes 
a PON). 

The DXC handles inter-tributary switching between 
VC12's terminating onto any particular mux, switches 
VC12s between muxes, and, consolidates and grooms 
traffic to other CXC's in the same tier, and to the national 
network. It also permits traffic to be managed at the 
cross-connect point, and, provided ports and core have 
been preprovisioned, allows new services to be brought 
on-stream via software (using the subnetwork controller). 

In. this centralized bandwidth management approach, the 
muxes are terminals, really just STM-1 line systems (a 
PON is also a possibility as shown). 

There are three main problems with this approach. 
Firstly, the fill on most of the STM-1 systems is likely to 
be very poor; secondly, because of poor fill, the DXC 
is significantly over-provisioned at the VC12 switch core; 
and thirdly, protection is not inherent in the architecture: 
replicating everything just makes it more complicated. 

These points have led to architectures which distribute 
some of the bandwidth management into the muxes, with 
ring architectures as in Fig. 4b. 

1 Consolidation is when traffic on many, lightly-loaded links is 
reorganized onto fewer, more heavily-loaded links to increase sys-
tem fill, and therefore equipment utilization. Grooming is when 
igcoming traffic, which per link is destined for a variety of desti-
nations, is reorganized so that traffic for particular destinations is 
routed onto links allocated to that destination. 

Hubbed off digital 
cross-connect -
notice FON 

4a 

Ring with 
'matched nodes' 

4b 
Fig. 4. Local Network: Private Circuit Traffic 

Here the ring is handling inter-tributary and inter-mux 
traffic. The DSO's are handling consolidation/grooming to 
the rest of the network. In the case of multiple rings, the 
DXC's will be connected to all of them, and will handle 
the inter-ring traffic as well. 

This improves matters because the ring becomes a 
shared transmission resource, and hence fill can be made 
efficient. Because of the ring connectivity, path protection 
is easy to organize and the DXC is now getting only 
relevant traffic. 

Traffic which is local may need to be routed via both 
DXC's, treating them as pass-though ring nodes. This is 
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3. THE CENTRAL PART OF THE NETWORK a waste of DCX core but can be justified by the extra 
flexibility it provides in case of churn. 

2.3. Combining PSTN and PC traffic 
There are various ways this could be done, using either 

rings or chain configurations for high-fill. Fig. 5 shows a 
possible solution. 

Fig. 5. 

An operator may well decide to protect all PC traffic 
by diversely routing working and protection copies of 
each VC12 accross the network. The working/protection 
switch should occur as early as possible, to the point of 
having working and protection traffic arriving on separate 
tributaries at the primary mux, or even incident upon 
separate muxes. 

The cross-connect functionality can be provided in 
a distributed way by interconnecting (at STM-1) the 
tributary sides of ring-head muxes. As can be seen, 
however, (Fig. 6), when protection is taken into account, 
this is not a solution to be recommended with too many 
rings. 

Fig. 6. Ring-interconnect in the Local Network 

Each ring-head mux has to interconnect to the national 
gateway, the local exchange, and to each of the (dupli-
cated) ring-head nodes on the other rings. For two rings 
this is 4 tributaries; for three rings 6. 

In the same way that the local network provides an 
interconnect service for local customers (PSTN and PC), 
the core network provides an interconnect service for the 
multiple local networks. 

3.1. The core PSTN network 
This is comprized of a number of large transit exchanges 

which collect PCM30's from the local exchanges, and dy-
namically switch the voice channels onto 2 Mbps trunks 
destined for other trunk exchanges accross the core net-
work. In transport terms, the originate a (typically uni-
form) distribution of VC12 traffic between the trunk switch 
nodes of the core network (Fig. 7). 

Fig. 7. The Core Network 

Characteristics of the traffic are that it is typically of 
stable distribution, and that while multiple connectivity 
paths must be provided between any two nodes, it is not 
necessarily the case that all VC12's must be protected 
(although this should be an option). 

3.1.1. PSTN Routing 
The trunk switch will reorganize 64 kbps time slots into 

2 Mbps PCM30 streams targeted at particular destination 
trunk switches. These streams will be mapped into VC12's, 
which will need to be processed by a 4/1 DXC to assemble 
them into VC4's which will transit the core network. So 
we are in the domain of VC4 routing once we leave the 
4/1 cross-connect on the core network side (see Fig. 8). 

Transit switch 
2M 

3.2. PC traffic 

4/1 DXC ~ 

STM-16 

STM-16 

Fig. 8. PSTN Traffic 

To A 

To B 

The local DXC's in cities and regions send VC12's to 
other cities and regions. But they also send traffic at 34 
Mbps and 140 Mbps (VC3/VC4) for services such as frame 
relay, SMDS and TV distribution (Fig. 9). 

This requires a 4/3/1 DCX to groom this mixed payload 
traffic into VC4's for routing accross the core network. As 
before, once we are on the core network side of the 4/3/1 
DXC, we are in the domain of VC4 routing. 
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Fig. 9. PC Tra, jk 

3.3. The architecture of the core network 

To A 

To B 

In principle there are three basic architectures which 
could be used for the core network: mesh, ring or star. 
In analyzing these three architectural candidates, we need 
to consider efficiency, protection, flexibility, management, 
and cost. 

3.3.1. Mesh 
A partial mesh connects the 4/1 DXC's at the local core 

network interface by direct links (Fig. 10 below). The links 
which are necessary to provide connectivity may not be 
justified by fill, so utilization may be too low. Where a 
VC4 transits a 4/1 DXC, that cross-connect will need 4/4 
capability to avoid needless and expensive decompmosition 
of the transiting payload into its lower-order constituents. 

Fig. 10. 

Protection is not inherent in the architecture, and 
for automatic protection switching (APS), 1+1  diversely-
routed links will have to be deployed with impact on the 
cost. 

Due to the preponderance of physically direct links, this 
is not a very flexible architecture. To add a node involves a 
number of extra fibre links and line systems being installed, 
which incurs high marginal costs for network changes. 

3.3.2. Rings 
A ring connects the 4/1 DXC's via an STM-16 ring 

(Fig. 11). An alternative is to use the cross-connects as 
ring-nodes in their own right, as in [1]. 

The ring provides a linear shared transmission resource. 
As the number of nodes increases, the fill can approach 
the ring capacity to a planned degree, hence using equip-
ment at high efficiency. 

Since traffic may travel both ways around the ring, 
automatic protection switching can easily be managed for 
VC4 path protection at the level of the ring. Alternatively, 
section protection may be employed, via the Shared 

Protection Ring mechanism. 

Fig. 11. 

In general terms, an STM-16 ring is equivalent to a 
protected distributed cross-connect of 16 STM-1's capacity 
— i.e. a small cross-connect — although with potential for 
blocking, as the number of ports/nodes increases. Because 
of this cross-connect functionality, a properly-dimensioned 
STM-16 ring is a very flexible mechanism for distributing 
VC4's amongst its nodes. 

While the ring is below capacity, extra ring nodes can be 
added relatively easily (sing the protection mechanisms for 
in-service insertion). Upon ring exhaust, new systems can 
be added, provided these can be cross-connected. 

3.3.3: Star 
A star configuration homes the 4/1 DXC's onto transit 

4/4 DXC's, which do the routing (Fig. 12). 

4/1 4/1 

Fig. 12. 

4/1 

To connect any two 4/1 DXC's, it is necessary to transit 
a 4/4. This requires backhauling, which in general will not 
be so efficient as more local connectivity. On the other 
hand, this is potentially a very flexible architecture, if the 
line systems and DXC's are adequately provisioned. To 
bring a new office on line, simply connect it to the transit 
DXC's, and traffic can then be switched to other nodes as 
required. The result is a very manageable network, since 
all connectivity is handled via the central 4/4 DXC's, which 
can be controlled by the operations sytems at these sites. 

3.3.4. A combination of rings + meshed central 4/4 
DXC's is better 

Comparing these three `pure' architectures, it is clear 
that for uniform traffic distributions where traffic can be 
handled on an STM-16 ring, the ring solution is better. 
The ring provides a good combination of efficiency and 
flexibility, as well as constituting a higher-order unit of 
management. 
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For larger networks, communities of interest should 
be sought which match the capacity of high-rate rings. 
Multiple rings then raise the problem of interconnection, 
which can be solved by terminating multiple rings onto a 
4/4 DXC. For a reasonably-sized network, there will be 
a number of interconnection DXC's, which can then be 
interconnected by a mesh (see Fig. 13). 

Fig. 13. 

The 4/4 DXC's in the interior of the network can be 
used to reconfigure the network for secular load balancing, 
network maintenance and expansion, and for longer-term 
disaster recovery. 
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4. CONCLUSIONS 
For different network levels the possible solutions were 

discussed. The great variety of structures offered by the 
DXC's helps to find a solution which is fitting to the traffic 
and service requirements. It is summarized in the Table 1 
below. 

Table 1. Comparison 

Mesh Ring Star 

Efficiency Fill too low Good at ring 
granularity 

Too much 
backhauling 

Protection Extra Good Good 
Flexibility Bad Good up to 

ring granularity 
Good 

Management Spaghetti Good Good 

Cost Expensive Good Wasteful of 
4/4 DXC's 
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For the efficient construction of digital networks, a clear vision of 
future facilities is needed. This is called the facility grand design con-
cept. In an effort to achieve this vision, this paper introduces a new 
network strategic planning support system for telecommunications 
facilities that uses geographical information. This system presents a 
great deal of information visually on maps and provides a method 
of planning telecommunications network infrastructures under the 
uncertainty of future demand and technology, and the diversification 
of customer services. It can support mid-term and long-term planning 
for the efficient construction of digital networks. 

1. INTRODUCTION 
Since the construction of improved telecommunications 

infrastructure in the 21st century will require a huge in-
vestment and long construction time, infrastructure plan-
ning is becoming an increasingly important activity. Heavy 
investment in the construction of future networks carries 
great risks because of uncertainties in service demands 
and the development of optical techniques required to 
implement these networks. Furthermore, labor costs are 
expected to rise sharply in comparison with facility costs 
in the future, so it is important to lower labor costs by 
reducing the amount of manpower required. This paper 
proposes a new strategic network planning support sys-
tem for telecommunications facilities suitable for use un-
der the uncertainty of future demand and technology, and 
the diversification of customer services. First, we classify 
telecommunications facilities according to their life cycle 
and cost structure. Then, we propose a new network-
infrastructure planning system that uses geographical in-
formation. Geographical information about roads, bridges, 
railways, and area development plans is needed to ef-
ficiently plan telecommunications infrastructures. Some 
examples of planning with the proposed system are pre-
sented. 

2. GRAND DESIGN CONCEPT 
NTT has proposed the facility grand design concept [1]. 

It is explained in some detail below. 

2.1. Problems in previous planning 
NTT is currently digitizing telecommunications net-

works. Having a method of constructing facilities and 
maintaining high reliability is essential. "lb follow through 
with the grand design concept, it is critical that we under-

stand the changes in social and technical conditions affect-
ing networks. Recently, there have been some important 
changes in these conditions: 

(1) greater diversity and shorter life-cycle in switching 
and transmission systems for various network services; 

(2) longer transmission distance and cable cost reduc-
tions with the use of optical fiber cables; 

(3) changes in traffic relations due to the extended range 
of human activity; 

(4) higher personnel expenses than material costs; 
(5) increasing regulation of underground facilities con-

struction due to conflicts with subways and other under-
ground facilities. 

Due to these changes, a method of designing physical 
networks consisting of optical fiber cables is more impor-
tant than one for logical networks. 

2.2. Facility classification 
Telecommunications facilities can be classified into three 

types according to their life-cycle and cost structure. This 
classification is shown in Table 1. It is important to 
establish a way to construct the network infrastructure 
using underground facilities and optical fiber cables that 
takes these classifications and environment changes into 
account. In Fig. 1 it can be seen how these facilities are 
built in the network planning method. 

long-term 
forecast Fundamental 

facility 
design Traffic flow 

mid-term 
forecast 

allocation 

Existing 
fundamental Basic Future 
facilities visicrt facility design 

allocation 
Area 
development short-term 

forecast Service 
trend dependent 

facility design 

demand 
uncertainly life cycle 

high 

Y 
tow 

Fig. 1. Network planning method 

2.3. Optical fiber cable networks 

25.50 
years 

physical 
network 
design 

6-15 
years 

a few 
months 
to 
3 years 

Logical 
network 
design 

According to the grand design concept, optical fiber 
cable networks are layered for transmission routes, as 
shown in Fig. 1. 

The cable networks in each layer form loops. Connec-
tions to a higher layered network are made through two 
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connection nodes to improve reliability. Traffic flowing 
from a source to a destination within an area is carried by 
only the facilities within that area. This area is determined 
by the amount of traffic between telephone offices, city 
development trends and zoning plans, and existing facil-
ity maximization. Each new local transit area is equiva-
lent to three or four areas in traditional analog networks. 
Furthermore, new trunk node locations will be chosen 
such that there is a major building for the switching sys-
tems at the intersection of transmission routes, sufficient 
prospective office capacity some amount of undeveloped 
land nearby, and the required number of cables available 
in the building. 

Layered 

optical 

fiber 

cable 

network 

3. NETWORK PLANNING SYSTEM 
A network-infrastructure planning system that uses ge-

ographical information has been developed. Geographi-
cal information including roads, bridges, railways, and area 

Inter-
prefecture 
traffic 
transit node 

Table 1. Facility classification 

Facility type Life cycle Cost Category 

Fundamental 25-50 years Mainly fixed 
construction costs 

Building, 
underground 
conduits 

Basic 6-15 years Fixed costs plus 
variable costs 

Optical 
fibers, 
switches 

Service- a few months Mainly variable Logical 
dependent — several years costs circuits, 

paths 

Local 
branch 

 node 

/// 7. 

Inter-
prefecture 
transit layer 

Intra-
Intra- prefecture 
prefecture transit 
traffic layer 
transit node 

Local 
trunk 
node 

Inter-
prefecture 
traffic 

Intra-
prefecture 
traffic 

Local 
Local _ traffic 
transit 
layer 

Subscriber 
layer 

❑ . ■ :Building : Node for connection with upper layers 
— : Underground facilities, optical fiber cables 

Fig. 2. Optical fiber cable networks 

development plans is important for efficient infrastructure 
planning. This system can display such information on 
maps to support the judgement of a manager or planner. 
The system has three subsystems, as shown in Fig. 3. 

 Network strategic planning system. 

NTTs 
systems 

Strategic 
€:facility 

Display 
subsystem 

Display 
on CRT 

Judgement 
Data 
translation 

Other 
systems  ~ subsystem ;planning 

l:subsystem 
Print 
on sheet 

by 
managers 

.zr 
Local 
information 

Planning 
information 

Fig. 3. Structure of network strategic planning support system 

3.1. Display subsystem 
The Display subsystem displays useful information on 

maps. The maps show roads, railways, rivers, terrain, 
and area boundaries, which are important in planning 
fundamental and basic facilities. The map also shows social 
and economic statistics, customer statistics, traffic flow, 
current NTT facilities, and planned facilities. 

3.2. Facility Planning subsystem 
The strategic Facility Planning subsystem has four main 

functions: marketing, physical-route selection, network 
evaluation, and facility planning. 

3.2.1. Function 1: Marketing 
The Marketing function provides demand and traffic 
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Fig. 4. Number of Subscribers in distribution areas 

analysis, forecasting, and correlation analysis between 
social statistics and customer trends concerning access and 
transit networks. This function indicates future customer 
trends. Fig. 4 shows the number of subscribers in the 
distribution areas. 

Explanatory Notes 

Using this information, we discuss the methods that can 
be used to forecast the demand for various services: tele-
phone, ISDN, and other newer telecommunications ser-
vices [2]. Forecasting the demand for these services is very 
important for the economical and effective construction of 
advanced telecommunications networks. 

3.2.2. Function 2: Route Selection 
Underground facility information is stored and managed 

on meshed maps like the one shown in Fig. 5. Each point 
in this figure indicates a building or manhole. They are 
numbered beginning with 1. 

When there is an underground facility between point i 
and j, the cost to set up a new facility is determined by c : 

i~ u•d~j
C _ 

(w-}-u)•dti~ : —p<0. 

Where, u is the cost of cables and w is that of 
underground facilities. is the distance and vti j is the 
vacancy between point i and j. Because the ground 
conditions are stored in the system, important information 
about ground conditions, especially how weak it is, can be 
easily accessed. When the ground condition is bad, 

To regulate excavation, and determine the involved diffi-
culty in crossing rivers and railroads, we apply: 

. u • dij :vji — p > 0 
C2 _ 

oc :v —p<0. 

.- 

7 

,...regulation . 
4 in excavation 

 )..... 
weak ground 9 

Fig. 5. Facility management using geographical information 

The route minimizing the sum of c~ j is determined easily 
by Dijkstra's method [3]. 

The process of obtaining the optimal route is explained 
below. 

(1) Pick a start point o and end point t on a map. It is 
shown in Fig. 6. 

(2) Input the area in which to select the optimal route. 
(3) The system then selects it. An example of this is 

shown in Fig. 7. 

> 
I. ~ . 
4 ~ . 

Fig. 6. Specifying a start and endpoint, and the area for route 
selection 

Fig. 7. Example of route selection 

3.2.3. Function 3. Network Evaluation 
The Network Evaluation function estimates the cost ef-

ficiency of telecommunications facilities, the network op-
eration simplicity, and the reliability of telecommunications 
networks. This is done by relating the physical networks to 
logical ones. It can also simulate changes in logical circuits 
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and paths on the maps that would have great effects. Fig. 8 
is an example of a logical circuit and its physical route. 

(b) Physical route 

Fig. 8. Example of a logical circuit and its physical route 

3.2.4. Function 4: Facility Planning 
The Facility Planning function selects fundamental routes 

according to reliability and current facility conditions. 
Fig. 9 shows an example of the current facility conditions 
of a fundamental route. Investment planning for each fa-
cility is evaluated and managed by work scheduling using 
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Fig. 9. Facility planning using PERT diagrams 

3.3. Data Translation subsystem 
The Data Translation subsystem translates data from 

external database systems and provides data to other 
systems. 

4. SUMMARY 
This paper has proposed a system for strategic network 

planning of telecommunications facilities that uses geo-
graphical information. The proposed system is used to 
plan networks on the basis of the classification of telecom-
munications facilities. This information system can be used 
by a manager or planner to analyze an investment plan by 
simulation on the display of an engineering workstation. 

4.1. Implementation 
The network planning system and the result of it can 

be seen on Fig. 10. It emphasizes the importance of the 
digital map. It can be used later on not only as a design 
tool but it is an excellent maintenance support too. The 
system was applied in several networks e.g. for the highly 
sophisticated problems of Tokyo. 
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Fig. 10. Display subsystem 
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DEVELOPING AN AUDIO CODING DEMONSTRATION 
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Nowaday's state-of-the-art telecommunication applications make use 
of various sophisticated audio signal coding methods. Therefore 
during the studies of telecommunications it is of primary importance 
to get familiarized with these methods. However, the theoretical 
knowledge is more effective if it is supported by practical experiences. 
Audible presentation gives personal experience, which can help to 
understand the underlying theory of these algorithms. Our goal was 
to develop an efficient and easy-to-use demonstration package for 
educational purposes, which supports the presentation of the subject 
of the lectures, and on the other hand, can be used for experiments 
in the laboratory or at home, thus giving a tool for learning by 
playing. The Microsoft Windows graphical environment provides a 
user-friendly interface for this package. To ensure reproducibility 
the software works with prerecorded audio files in the standard RIFF 
Wave format, and the processed audio signals are stored in the same 
format [1]. This feature also provides the possibility of comparing 
the original signal to the encoded-decoded signal in case of various 
coding parameters. With the on-line help of the package one can 
quickly look up the theoretical background and the meaning of the 
adjustable parameters of the coding technique being demonstrated. 
In this paper an overview of the Low bit-rate Audio Signal Coding 
(LASC) demonstration package and the summary of the project are 
presented. The regularly updated version of the LASC demo program 
can be obtained free of charge via anonymous ftp from our FTP site 
(bme-tel.ttt.bme.hu) through the Internet. 

1. INTRODUCTION TO THE DEMONSTRATION 
PACKAGE 

1.1. The environment 
Research in the field of digital voice processing has 

started many years ago. When it appeared in education, a 
need arose for an easy-to-use environment to study the dif-
ferent coding techniques, their advantages, disadvantages 
and the artefacts caused by them. Some years ago require-
ments met possibilities because the increasing calculating 
power and storage capacity of computer systems made pre-
sentation of different digital voice processing techniques 
possible without the need of special dedicated hardware 
elements. Development of such an environment for digital 
image processing was started on a Unix (Sun) platform 
under OpenWindows and a part of this was ported to MS-
Windows later [2]. In the same manner an environment 
was developed for digital voice processing on an IBM-PC 
platform under MS-Windows. Based on this environment 
a demonstration package was made up to enable experi-
menting with various voice coding algorithms without the 
need of bothering about their actual implementation [3]. 

The regularly updated version of this demonstration 
package can be anonymous ftp'd from bme-tel.ttt.bme.hu. 

1.2. The package 
As today, our Low bit-rate Audio Signal Coding demon-

stration package (LASC Demo) contains five modules, 
namely: Subsampling, Pulse Code Modulation (PCM), 
Differential Pulse Code Modulation (DPCM), Sub-band 
Coding, and Distortions. All parts present different cod-
ing techniques, with their particular properties and effects. 
There are several adjustable parameters for each method, 
and the result of various settings can be audibly listened, 
visually observed and compared. Audible presentation 
gives a personal experience, which can help to understand 
the underlying theory of these algorithms. 

All graphical user interfaces of the existing modules are 
developed in the same manner. They are fully menu-
driven, all one has to do is to select certain parameter 
combinations by clicking buttons and setting scroll bars 
on the screen, and to apply them to the selected input 
waveform. Original and coded waveforms are placed into a 
waveform player application's stack with legends showing 
the actual parameter settings. Besides these, numerical 
results (such as SNR, actual bit-rate, optimal coefficients, 
etc.) are displayed for each coded waveform. The player 
application plays the waveforms in an arbitrary order, or 
displays them in separate windows where parts of the 
waveforms can be magnified by given factors to study the 
finer details. The displayed waveforms can also be printed 
or inserted into documents. Windows can be moved 
around the screen and placed to the desired position by 
drag-and-drop operations, as well as they can be removed 
from the screen. 

In computer simulations (as is the case with the demon-
stration package) stored waveforms are used instead of an 
analogue input to ensure reproduciblity. These waveforms 
are stored in the standard RIFF WAVe format, which 
means a variable-length information header followed by 
the digitized audio data [1]. The demo works with audio 
files quantized to 16 bits or less. In the demonstration 
package all modules use mono (i.e., single-channel) wave-
forms. There are ten waveforms distributed together with 
the demonstration package; some of them are stand-alone 
words, some of them are whole sentences, and there are 
some special signals, e.g., a chirp signal [4], etc. 

The modules described in this section are now available 
for evaluation. 
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2. THE IMPLEMENTED MODULES OF THE 
DEMONSTRATION PACKAGE 

2.1. Common features of the Graphical User 
Interfaces (GUIs) 

First let us discuss the parts that do not change through-
out the whole demonstration package, using the Subsam-
pling GUI as an example, shown in Fig. 1. 

Fig. 1. Graphical User Interface of the Subsampling demo 

At the top the standard MS-Windows dialog box caption 
and the system menu box can be found [5]. Below the 
caption there are the switches and parameter-settings that 
can be adjusted for the corresponding coding method. 
After setting them to the desired values, pressing the OK 
button will start the process. A new window appears on 
the screen; it contains the completion scale during the 
calculations, the numerical information and results. In the 
same row a Help button can be found to display context-
sensitive on-line Help pages about the module being used 
at the moment. 

During the procedure — among other coding results —
the actual parameters, the optimal prediction coefficients, 
the mean-squared error, and the signal-to-quantization 
noise ratio are displayed in the calculation window. Since 
these objects have the same meaning in each demonstra-
tion module, they will not be mentioned hereafter. 

In the following a short summary of the existing modules 
(namely Subsampling, Quantization (PCM), DPCM, Sub-
band Coding, and Distortions) is presented. 

2.2. Subsampling 
In the particular implementation of the GUI of the 

Subsampling demo (Fig. 1.) the subsampling process can 
be switched on or off. If subsampling is applied to the 
input signal, then the factor of the sampling rate reduction 
can be set. Selectable factors are the powers of two, 
ranging from 2 to 32. Due to the sampling theorem, the 
input (original) waveform should be bandlimited before 
subsampling [6]. The number of the taps of the anti-
aliasing FIR filter can be set from 5 to 21 for studying its 
effects. The windowing function used in the design of the 
anti-aliasing filter can be either Rectangular, Triangular, or 

Hamming [7]. For experimental purposes the bandlimiting 
step can be skipped, one can study the artefacts of aliasing. 

2.3. Quantization (PCM) 
In the PCM [8] demo the number of bits per sample 

can be set, thus determining the number of possible values 
representing the sample and the actual bit-rate. The 
quantizer characteristic is also selectable from the set of: 

Mid-tread, Mid-riser, — to demonstrate the difference 
between these two types of the uniform quantizers [9]. 

A-law, /t-law, — to present the standard companding 
curves used in the world-wide telecommunication network 

[8]• 
Laplace and Gamma - to evaluate optimized quantizing 

characteristics [7] for signals with probability density func-
tions defined as follows: 

fLaplace(x) = 

fGamrna(x) = 

1 

2Q~ 
e vx 

~ f x 

8rr Q~ 

The so called dithering method can be applied as well, 
which is common in image coding [2], [9], or this step 
can be switched off. The dithering signal is a broadband 
pseudo-random noise signal, which is available both at the 
coder and at the decoder sides. The level of the pseudo-
random sequence is adjustable. 

x(I1  y(n) 
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S" (n) 

~ 

x(n) y(n) 
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Sy stern 

Quantize 

y'(°) 

(1/ 

b/ 

Fig. 2. The feedback (a) and the feed forward (b) structures for gain 

adaptation of quantizers 

The transmitting channel between the sender and the 
receiver sides can be modelled as an error-free or as an 
erroneous channel with a certain bit error probability. For 
simulating the latter a symmetric, memoryless random bit 
error generator with constant probability is applied. Al-
though applications in practice often use error protection, 
here it is not used because the aim is to illustrate the effect 
of bit errors in the core coding method. 

Adaptation in the quantization process can be applied 
with either feed-forward or feedback structure, and the 
alpha parameter i.e. the time constant of the gain adap-
tation can be set [7]. The above mentioned adaptation 
structures are depicted in Fig. 2. 

2.4. DPCM 
In the demo, experiments can be made with differential 

quantization [9] in case of various parameter settings. Two 
different types of prediction structures, namely the feed-
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forward and the feedback structure, can be applied to see 
what influence they have on the output waveform. 

By setting the switches of the DPCM demo GUI, pre-
diction with order of 1, 2, or 3; the actual prediction model 
(feed-forward or feedback); the bit-rate, which means the 
number of bits per sample; and the characteristics of the 
prediction error signal quantizer can be selected. 

The transmitting channel between the coder and the de-
coder sides can be simulated to be error-free or erroneous 
with selectable bit error probability as for PCM. 

Adaptation in the quantization process can also be 
applied in the same way as it was mentioned in 2.3. 

2.5. Sub-Band Coding 
The sub-band coding module provides various parame-

ter settings for the hands-on experiments. The number of 
sub-bands can be set between 2 and 128 to see what influ-
ence it has on the output waveform. The sub-band decom-
position has been implemented by using a tree structured 
bireciprocal wave digital filter bank [10], [11]. 

By setting the switches the number of sub-bands and 
the average bit-rate, which is determined by the total 
number of bits for all channels, can be selected. Types of 
quantizers used to encode the signals of each sub-bands 
can be chosen as well. 

The total number of bits for all channels is distributed 
among the channels according to their power. The power 
distribution of the sub-bands was determined experimen-
tally during the period of the development for the follow-
ing three types of input signals: test, music and speech. 
For the quantization process one of these power distribu-
tion models can be selected as well. Since it can be inter-
esting to examine the signals of sub-bands individually, the 
output can be set to be either the reconstructed signal or 
the set of sub-band signals. 

Moreover, the transmission channel can be modeled to 
be error-free or erroneous, and in the latter case the bit 
error probability can be set. 

2.6. Distortions 
This module provides various distortion effects. By 

setting the switches the input gain can be set; emphasis 
with various time constant and additive white or pink noise 
of arbitrary level can be applied. The block diagram of the 
module is depicted on Fig 3. 

Input gain Pre-emphasis 

~ 

Noise 

 l ~~ 

De-emphasis 

Fig. 3. Block diagram of the Distortions module 

The input gain can be varied between -50 dB and +50 
dB, which means an amplification with a constant between 
approximately 0.00316 and 316. 

Pink noise is obtained by applying the following filter to 
a white noise: 

Hpink(z) = a 1
C1 + C2 z—

where a is obtained from the following integral to provide 
the given level of noise: 

1 — z-1

a= 
1 

T 
1 J.  1-z-i d19 
T 

o 
e1+e2•x—i Iz=e.1" 

and the constants are: 

1 + 2 f sr TN 1 — 2 .fsr TN 
Cl 

2 ' fsr TN ‚ 

CZ 
2 ' fsrTN 

TN =  1 , and TN= 

2'fsr•tan2.J'TN 2.7r.0.99.4-

where f sr is the sampling frequency and TN is the 
adjustable time constant of the noise shaping filter. 

The applied pre- and de-emphasis filters are comple-
mentary, 

1 1 

z-1 

Hpre(z) _ (1  z-1 ' 

and 

Hde(z) = 1
"pre (z)' 

respectively. The constants are: 

T~ =  
1 

1 , and T~ = 1

2 • .fsr tang. 1A, .To 2 ' fsr • tan 2 { . 
r.Ti 

Here To, which is proportional to the frequency

)  

for 
which H pre(z) is zero, can be adjusted between 40 and 
140 µs (in radio systems the OIRT standard is TO = 50 µs 
and the CCIR standard is TO = 75 µs). The pole of the 
pre-emphasis filter is chosen to be constant: 

f p = 1  =2•rr •0.99. fsr

1 

Tp 2 

Pre-emphasis can be applied with or without de-emphasis 
for educational purposes. 

All-pass filters to demonstrate phase distortion are 
under development. 

3. MISCELLANEOUS PROGRAMS 

3.1. The Waveform Player Application 
The encoded and decoded signals generated by the 

above detailed coding modules are transferred to the 
waveform player application. This application supports the 
audible presentation of the output signals. 

On the graphical user interface of the application a 
list .can be found, which can contain up to ten encoded-
decoded waveform names and short legends of the param-
eters used in the coding process. The elements of the list 
are numbered from 0 to 9, and beside the serial number 
of a particular element a check-box can be found. By 
checking in some of these boxes in an arbitrary order one 
can form a group of waveforms for the presentation; this 
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order is displayed under the list. Pressing the Say button 
the elements of the group can be played via practically all 
commercial sound cards used in PCs. 

3.2. The Waveform Viewer Application 
The checked-in items of the list in the waveform player 

application can be visualized simply by pressing its Show 
button. This action invokes the waveform viewer applica-
tion (WinWView), which is a powerful tool to study the 
encoded and decoded waveforms visually, see Fig. 4. The 
program shows both the whole signal and a magnified part 
of it. The magnified part of the signal can be selected by 
zooming either into the original signal or into the zoomed 
one. A menu point provides two different linestyles to 
study the details. The viewer application positions itself 
neatly so that each previous instance remains visible. This 
feature provides the opportunity of studying several wave-
forms on the display at the same time. F'F1, DFT, and 
color spectrogram features [6] are under development and 
will be implemented in the near future. 

WaveView - lc:ltmplt 7 1238AA.AAAj 
Exit ZOOm Linestyle About... 

Fig. 4. The Waveform Viewer Application (WinWVew) 
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4. CONCLUSIONS 
In the previous sections an audio signal coding demon-

stration package has been presented. The fact that it has 
been used for the hands-on experiments of several lectures 
proves its usefulness. The modular and flexible structure 
of the package enables to include further coding methods; 
many modules are planned and some of them are under 
development. 

The Waveform Player and the Waveform Viewer appli-
cations provide the opportunity of audible and visual com-
parison of signals coded using different methods or param-
eters. 

The Microsoft Windows environment supports the in-
sertion of the results into documents in a very convenient 
way. 

On-line help pages are accessible for every module of 
the demonstration package, giving quick references about 
the basics of a particular coding method or the usage of 
the graphical user interface. Moreover, the on-line help 
provides a short guide for beginners to obtain interesting 
results with the demonstration package. 

At this phase of the project the following modules of 
the demo are planned or under development: a G.721 
ADPCM coder; a module, that demonstrates the LPC 
techniques and their performance; CELP coders working 
with various bit-rates; a 16 kbps GSM coder; and a module 
that demonstrates the artefacts of vector quantization. 
These modules are intended to be released in the near 
future. 

The regularly updated version of the LASC demo 
program can be obtained free of charge via anonymous 
ftp from our FIP site (bme-tel.ttt.bme.hu) through the 
Internet. 
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