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Foreword 

As usual preparing the December issue we look over the 
papers of the recent semester to select the articles for 
our English version. During this work we got dubious 
feelings. The researchers and developers are working 
continuously to make use of the new results of the basic 
or theoretical sciences and to fulfil the demands of the 
present and future costumers. In spite of these it does 
not reflect completely the development trends in 
telecommunications. Namely the Hungarian develop-
ment is governed mostly by the orders of the 
international companies having subsidiaries in Hungary. 
Partly they have laboratories working with talented 
young Hungarian research fellows partly they co-operate 
with different department of the University. They results, 
the methods or systems are important and new but do 
not cover the whole spectrum of infocommunication so 
we feel the want of completeness. 

The mobile service providers try to broaden the 
access to new services and to decrease the tariffs. 
They do research intensively to reach their goal, incurs 
of it sometimes they have some theoretical results, 
too. The practical tests lead also to new solutions. 
These topics were represented in a large proportion in 
the last 5 Hungarian issues of our journal. So it was 

simple to select the description of (2) worldwide new, 

interesting results. The studies discussing the 
novelties in mobile telecommunications are leading 
the December issue. 

The measure of congestion and the methods 
reducing the congestion in democratic, packet 
switched IP based network is also a popular research 
topic. Here we had also a great choice namely a lot of 
research work dealt with methods achieving a 
guaranteed QoS level applying grouping or 
differentiating the users. The circuit reservations 
seems to be a successful method, one of its recent 
realization can be the MPLS. The CAC (Call Admission 
Control) is an other possible way to reduce the 
congestion but it can be resulted in the loss of several 

calls. From this field we are publishing (Z) theoretically 

also appealing papers which are really actual. 
Thinking more deeply on these topic come up the 

question that the WDM (Wave Division Multiplexing) on 
optical fibre will offer cheap broadband transmission 
possibility. So in the future important real-time information 
can be transmitted on fix, message associated, (or in other 
words circuit switched) channels. It would be the return of 
some old methods. In this case the convergence would 

be limited on common components and digitalisation but 
the different information should be handled in a way, 
which can optimally matched to the information. The 
synergy of information would not be hurt by this concept, 
and in the same time the network could be utilized more 
economically, namely the high amount of traffic does not 
reasons the common manipulation of different type of 
information. 

The enhancement of accessible bandwidth and the 
decreasing price of a unit of information are increasing 
the possibility of the transmission of a great number of 
programs. It will be advantageous for the customers, 
and is a good business for network-owners because 
they can make use 10 Gbit/sec on each wavelength, 
which results 1 Tbit/sec on a single fibre and more 
than 20 Tbit/sec on a cable. This solution is an 
attractive possibility in the near future therefore it is 
also represented here by 2 articles. 

We suppose that the WDM introduction and the 
development of items and systems to it will be 
determined success of telcos in the coming years. It's a 
pity but our development staffs is not interested in it. So 
in this year we had not a single new, original paper 
about this filed, which would be interested abroad too. 
We have the feeling that it would be good to encourage 
the young engineers to make steps in that direction. 
Without industrial background the development of 
photonic components will not have results, but the 
application of them have started so to operate, buy and 
measure photonic devices is inevitable. 

So we hope that in the future these topics will not 
be neglected, and our next English version will contain 
also such or similar results. 

After all 2 paper deals with test methods. One of the 
developed results is useful in the software testing the 
other is interesting in defining the material characteristics. 
It illustrates a further application of optical fibres. The 
closing paper is analysing the actual economic situation 
and one of its interesting symptom. Often we can read 
about the fusion of well-known infocom companies but 
the background of them is neither clear nor evident. The 
telecom community is saying sorrow fully good-bye to 
the world wide famous companies, and the number of 
competitor is diminishing. 

Our summary on the technical and economic 
situation does not reflect all sector of the development 
and is not able to enlighten al l the steps done to solve 
the existing problems. This is only a simplified picture 
that can have some distortion. 

Dr. György Lajtha 

HÍRADÁSTECHNIKA! LVI I. VOLUME 2002/12  1 



Security of Mobile Ad Hoc Networks 

ROLAND GÉMEST 

gemesi@alpha.ttt.bme.hu 

BALÁZS IVÁDY' LÁSZLÓ ZÓMBIK2

ivady@alpha.ttt.bme.hu laszlo.zombik@eth.ericsson.se 

Budapest University of Technology and Economics, 
Department of Telecommunications and Telematics 

2Ericsson Hungary, Research Lab 

Reviewed 

1. Introduction 

In contrast with traditional networks, ad hoc networks 
not require any previously built infrastructure, they are 
distributed and fully self organized systems. In such 
a network there should not need special roles for 
control and management. 

Mobile ad hoc networks have the following special 
attributes. Having dynamic topology means that the 
architecture of the network is not static, so routes can 
be valid just for a short time. Moving or disappearing 
nodes should not disturb the operation of the services. 
Usually nodes are small handheld devices with a 
limited capacity of resources (like battery power, CPU 
or memory). Wireless links usually have much lower 
bandwidth and these resources are often shared and 
limited. Moreover links and devices are more 
vulnerable than in fixed, wired networks. 

Additional threats exist for mobile ad hoc 
environments due to their distributed conception. In 
the rest of this paper we wil l examine these networks 
from security point of view, and further previously 
presented ideas will be introduced to make these 
systems secure. 

In section 2 we introduce routing types of ad hoc 
networks and we show two present protocols. 
Security goals and different types of threats are 
discussed in section 3. Section 4 gives cryptographic 
overview about the mechanisms needed in ad hoc 
networks. Security issues of routing mechanisms are 
discussed is section 5 and possible solutions are 
introduced to achieve a secure solution. 

2. Routing mechanisms in ad hoc 
networks 

In a multi-hop environment packets have to be routed 
to find their destinations; they should be transferred 
through a correct route. In a regular (non ad hoc) 
network dedicated points (gateways, servers) have 
information about the architecture of the network, so 
they can determine which direction the packet should 
be forwarded. Ad hoc networks have no fixed 

infrastructure, so there is no centralised knowledge or 
role. All nodes therefore should participate in the 
routing process; this should be distributed system 
from routing and other signalling point of view. 

Types of routing 

There are two main groups of routing protocols in the 
mobile area: pro-active and reactive. 

In a pro-active protocol, routes are constantly being 
tracked and stored. The main advantage of these 
protocols is that the possible routes are continuously 
known. However these can cause a high quantity of data 
to be stored and a lot of packages have to be transmitted 
through the network. On the contrary reactive protocols 
only try to find a route, when it is needed. This may occur 
higher delay at the beginning of the communication, 
because routes have to be discovered at this time. 
These are also known as on-demand protocols. Hybrid 
protocols combine the above two methods. 

In the next two sections two reactive protocols will 
be introduced. [bevprot] 

Dynamic Source Routing (DSR) 

In the Dynamic Source Routing (DSR) the sender 
strictly determines the full path of packets. The header 
of packets contain the complete sequence of hops, 
from which intermediate nodes will be able to figure 
out the address of the next hop. 

Sender maintains a route cache, and it always 
checks first their database in order to find a path 
towards the destination. If a route does not exist, 
sender initiates a route request. This is a broadcast 
message that spreads through the network and 
locates the target host. If the destination is reachable, 
it will send back an answer message that will include 
the list of intermediate nodes of the path. If the path 
that the sender tries to use is broken, then an error 
message is being generated as the detection of 
failure. Moreover the sender should try to request 
a route again. [perfan] 

In networks with low mobility this protocol can be 
quite effective, because the entries in the cache tables 
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will stay usable. Its disadvantage is that all packets 
have to contain all the intermediate node addresses in 
the route, which can mean significant overhead in the 
signalling and in the sender's memory. 

Ad hoc On-Demand Distance Vector Routing 
(AODV) 

AODV is also a reactive protocol, which uses a 
broadcast route discovery mechanism similar to DSR, 
but instead of source routing, AODV relies on the 
dynamically established route table entries at 
intermediate nodes. Endpoints not required to know 
the whole path, since the intermediate nodes know 
only the correct direction and as a result they form the 
actual route. Loop freedom is reached with the 
application of sequence numbers. 

When a node starts to communicate, it initiates a 
Path Discovery process, which is a broadcasted route 
request (RREQ) message containing the address of 
source and destination. Each node receiving a RREQ 
message sets up a reverse route back to the source, 
increments the hop-count and rebroadcasts the 
request. The destination replies to the first incoming 
RREQ with a route reply (RREP) message on the 
same path to the originator. This reply message runs 
back through the selected reverse route and sets the 
forward route in the nodes. (Figure 1.) Each route 
entries have a specific lifetime, consequently unused 
reverse route entries will be deleted. When there is 
no traffic in a link, nodes can perform local 
connectivity management. This means broadcasting 
Hello messages only to the neighbours to check 
connectivity. 

Figure 1. Established reverse routes 

When a link error is detected a route error (RERR) 
message is generated with the list of unreachable 
destinations and sent back to the sources. In AODV it 
is possible to repair a link locally, which is called local 
repair. If the local repair process succeeds, the 
endpoints will not be informed about the action. 

AODV is a scalable protocol, it offers low processing 
and memory overhead, low network utilization and it 
can determine and maintain routes effectively. This 

protocol can handle networks with higher mobility. 
[aodvdraft] 

3. Security issues of ad hoc networks 

Security goals 

Communication networks, which have proper security 
provides the following security services for reliable 
and secure information transport. 

First of all availability ensures that the network and 
services remain accessible and usable despite of 
different attacks or malfunctions. Authentication 
guarantees a node to ensure the source of data or 
identity of peer communicates with. Without this, a 
node could not make sure of the origin of the other 
side. Confidentiality means the secrecy of data, so that 
information never discloses to any unauthorized 
entities. Neither user data nor system signalling 
should be allowed for eavesdroppers or for not 
permitted parties. Integrity ensures that the 
information is correctly transferred, it is unaltered and 
errorless. Such modifications can be made by natural 
conditions or malicious attacks. Non-repudiation is a 
protection against false denial of involvement in a 
communication. Without this, nobody - should take 
responsibility for his acts. Several cryptographic 
algorithms needs key management service to 
administer keys. This involves generating, distributing, 
storing, loading, auditing and destroying keys. 

Other services might be needed, like as 
authorization, which can grant a system entity to 
access a system resource. [secissues] 

Threats in mobile ad hoc environments 

Wired networks with fixed infrastructure have many 
security threats, however mobile Ad hoc networks 
reach further questions. In a distributed network, 
without any infrastructure (fixed routers, centralised 
points, static neighbours) communicating peers have 
to rely on the whole network, therefore proper 
security hardly can be established. The most important 
questions are highlighted in this subsection. 
[secissues] 

Denial of Service Attacks 
Denial of Service Attacks (DoS) block service 
functioning. These type of attacks decrease service 
availability, prevent of authorised access to a system 
or generate high delays. 

The adversary could scramble the physical medium, 
which causes interference and large number of 
information loss. This can make the communication 
channel almost unusable. Moreover it is hard to 
identify the data of the attacker from the natural noise 
of the medium. Radio channel is a shared and limited 
resource of mobile communication, so everyone 
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should keep the access rules. Flooding the medium 
with bad messages or neglecting the access rules can 
prevent nodes to access the medium. If a node play 
destructively communication become impossible. 

Mobile devices have relatively small capacity of 
CPU, memory and battery. Sending large amount 
of CPU consuming queries overloads the processor, 
which can prevent other operations for a while. 
Battery usage also should be optimised in order to 
increase the availability time of a service. Therefore 
in unused time periods processor and radio receivers 
are always attempted to change to power saving 
(sleep) mode. However, incoming requests must be 
still processed. A malicious node performing an 
energy exhaustion attack can exploit this fact. 
[resduckl] 

Routing information is created collectively, but 
malicious nodes could broadcast wrong routes. They 
could send the others corrupt and outdated 
information or even could alter message paths. They 
can cause much longer paths or can overload nodes. 

Other possible malicious behaviour is node 
selfishness, taking advantages of other nodes' 
collaboration but not taking part in. These nodes may 
be tempted to not relay packets in order to save their 
own resources. (e.g. Battery) [questfor] 

Impersonation 
A malicious node can simulate that it is the node the 
other party wanted to communicate with. However 
using authentication process, a verification step can 
reveal the identification of the communicating parties. 
This step is quite difficult because of the lack of any 
centralized entity that stores the needed information 
about peers. 

Other type of impersonation is man in the middle 
attack, when a malicious node become involved in the 
route between the two peers. 

Confidentiality Violation 
By the usage of radio medium, the physical area of the 
shared medium is extended therefore eavesdropping 
is available. Passive eavesdropping is a special kind of 
attack where a malicious node only listens on the 
shared medium to catch others' communication. 

Active eavesdroppers can intercept and selectively 
modify data. It can be man in the middle attack or 
attack based on routing manipulation. 

Even communication is encrypted code breaking 
attacks are possible, mainly when weak encryption 
algorithms are used. 

Message alteration 
Malicious node can influence the message has been 
sent to the destination. It could insert new message to 
confuse the nodes or alter the meaning of the 
information. The removal of important information is 
also dangerous, this could be reached for example by 
route manipulation. 

Message repudiation 
It means denial by a system entity that it was involved 
in a communication. If not possible to bound message 
to its originator than later an investigation cannot 
decide that the node itself or other malicious entity 
behaved as logged. 

Anonymity violation 
Malicious nodes involved in the communication process 
are able to collect some information about the neigh-
bouring nodes due to the access medium is shared and 
identification is readable. Therefore identification or 
localisation of the target host became easy. 

When nodes have authentication credentials, they 
can identify themselves, so it is possible to collect 
information about the other nodes. These identifi-
cations can be disclosed to eavesdroppers too. 

Physical tampering 
If an unauthorized person gets access to the 
equipment, hardware or software modification could 
be made. An adversary can modify the operation of 
device, can install viruses, Trojans, etc. 

Lack of centralised trusted element 
In a mobile ad hoc environment it is assumed that there 
is no trusted centralised secure network element. The 
advantage of this is that the system is not vulnerable 
when a node with centralised functionality brakes 
down or became compromised. However this raises a 
lot of problems, because authentication procedure in 
distributed system cannot easily handled since there is 
no fully trusted network element. 

Routing manipulation 
Ad hoc networks rely on the routing information, 
which are solicited by the nodes themselves. An 
adversary could propagate false information to 
increase delays or to route the packets through a 
specific node. 

4. Security mechanisms 

Traditional security mechanisms, such as authenti-
cation, digital signature and encryption can provide 
good security properties, but most of them require key 
management service. This is often achieved using 
a centralised entity. In an ad hoc network we cannot 
rely on a node with centralised responsibility, these 
tasks should be distributed. Moreover this architecture 
should consist redundancy, because nodes disappear 
or they lost connection and even they can be compro-
mised. 

Public Key Infrastructure (PKI) 

In a public key infrastructure (PKI) each node has a 
public/private key pair. A message encrypted with the 
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public key is only readable with the corresponding 
secret key. From the public key the corresponding 
private key cannot be derived. 

The goal of Certificate Authority (CA) is to sign 
certificates so to bind public keys to nodes. CA should 
stay on-line to reflect the current bindings. It should 
track changes and it can revoke certificates if the node 
is no longer trusted. 

PKI is a main element of certificate-based authenti-
cation, because it provides the CA to ensure the 
identity of the nodes. 

Threshold cryptography 

A solution for certificate authority in ad hoc 
environment is distribution of trust using threshold 
cryptography. A (n, t+1) threshold cryptography 
scheme allows n parties to share the ability to perform 
a cryptographic operation, so that any t+1 parties can 
perform this operation jointly, whereas it is infeasible 
for at most t parties to do so, even by collusion. 

In this case n servers of the key management 
service share the ability to sign certificates. This 
scheme can tolerate t compromised servers by 
dividing the private key k of the service into n shares 
(s1, s2,...,sn) assigning one share to each server. We 
call this composition an (n, t+1) sharing of k. After this 
each server can generate a part of the signature, 
which are combined. This certificate still adequate 
even if t parties are compromised. 

Besides the advantage of threshold signature, this 
kind of key management service is easily able to 
refresh the participants' shares. This is very effective 
against mobile adversaries that compromises a server 
and then moves on the next victim. This kind of 
attacker can take several servers, but by the end of 
periodical share refresh the obtained node loses the 
ability of service. During a share refresh a new 
threshold configuration can be created, which is a 
good occasion to adapt network changes. Moreover 
share refreshing is not a complicated operation, so once 
created share configurations can be adapted for a long 
time. When too many participants are compromised, an 
entirely new share should be created. 

Threshold cryptography has a serious problem, it 
assumes synchrony of nodes. In reality it is not 
possible, because a node could disconnect for a period 
or a denial of service attack could slow it down, while 
the others would do a share refresh. When a node 
with older share tries to attach to the service, it will not 
be able to participate the communication because a 
new threshold configuration would be applied. 
[secadhoc] 

The establishment of distributed service causes 
another issue. When only few nodes exist in the 
network, it is undecided which one is authorized to 
initiate the shared authority. Moreover, once network 
splits into distinct parts, these parts may operate as 
different authorities. 

Self organizing Public key infrastructure 

Trusted third parties are a very troublesome part of 
certificate-based authentication. Therefore it would be 
beneficial to avoid them and build a self-organized 
structure. There are some certificate-based systems 
(e.g. Pretty Good Privacy — PGP), in which certificates 
are issued by the users themselves and distribution of 
certificates is managed by a self-organized structure. 

Each user maintains a local certificate repository 
that contains a limited number of certificates. When 
user u wants to obtain the public key of user v, they 
merge their local certificate repositories and u tries to 
find an appropriate certificate chain from u to v in the 
merged repository (Figure 2). For the construction of 
the local repositories several algorithms exists to 
provide that almost any pair of users can find 
certificate chains, even if the size of the local 
repositories is small compared to the total number of 
users of the network. 

This approach realises a self-organized certificate 
system. 

Figure 2. Self-organizing PKI certificate chain 

ID-Based cryptography 

The basic idea of identity-based cryptoschemes is that 
information used for identification (node address, user 
name, etc.) could act as a public key, so that CA is no 
longer needed to bind keys and identities. However 
the strength of PKI is that the secret and public keys 
cannot be derived from each other. In this case, only 
a central entity is able to derive the corresponding 
secret pair of a public key (identity). This operation is 
needed only once, at the registration of users. After 
this, participants are able to authenticate each other in 
a non-interactive manner, without communicating with 
a third party. 

In a real scenario compromised nodes have to 
reregister themselves, so the registering central entity 
should stay available. Serious problem is that this 
central entity will know all the registered secret keys 
also, so it became a vulnerable part of the system. 
Moreover the registration process needs huge 
resources and lasts a lot of time. [questfor] 
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Common key architecture 

A group of nodes that previously identified each other, 
wish to form a secure part of the network; therefore 
they should establish an encrypted session. 
Symmetric key architectures are usually used for this 
purpose, because of the relatively low processing 
overhead of the encoding and decoding mechanisms. 
This requires the participants to have common 
(shared) secret key, which they use for both 
encrypting and decrypting. By the application of 
symmetric keys, secure broadcast and multicast 
communication is also possible. Several key 
establishment protocols exist. 

Diffie-Hellman (DH) key exchange 

The Diffie-Hellman (DH) key-exchange algorithm is 
suitable to securely share a common secret between 
two parties. Securely means that a third party who can 
also hear their communication (e.g. eavesdropper) 
must not be able to generate that key. 

The two parties (A and B) agree on a cyclic finite 
group G of order q, and a generator a for the group. 
After that, both of them choose a secret exponent e. 
A computes its public key aA in group G and sends it to 
B. Likewise, B sends aB to A. Now, both parties know 
their own exponent and can raise other parties' public 
key to it, producing the shared key aAB. But an 
eavesdropper, who has not heard the exponents, 
cannot figure out the key. 

In a group, more than two participants should be 
able to agree on a common key. Some solutions for 
extending the DH key exchange [keyest) to multiparty 
key agreement is introduced. 

GDH.2 

GDH is the acronym of generalized Diffie-Hellman. 
Nodes form a chain and the first member starts a DH 
like message to the next one, who extends it with 
additional information and forwards. This process goes 
till the last node. This node is now able to generate the 
common key, and also key pieces that needed by each 
participant. These pieces are all broadcasted, and a 
third party (eavesdropper) cannot generate the 
common secret from these. Finally the common key is 
successfully established. (Figure 3.) 

The last (broadcaster) node should play a central 
role, which is not advantageous in an ad hoc 
environment. Moreover the relatively large amount of 
broadcasted data results significant overhead. 

Hypercube and Octopus 

The main idea for establish a common secure key 
between more than two participants in Hypercube is 
to form pairs of nodes and establish the common 
secret using DH protocol. Then they form pairs of pairs 

Figure 3. GDH.2 common key generation 

Figure 4. Hypercube protocol example 

and perform key exchange by all participants, and so 
on. (figure 4.) The problem is that the number of 
members must be 2n which cannot be supposed. 

An extension to this problem is the Octopus 
protocol. This forms a hypercube kernel of the 
network and extends it with tentacles. First these 
tentacles do a DH key exchange with their respective 
central nodes. After that the central nodes perform the 
Hypercube key exchange and inform the tentacle 
nodes about the new key. However Hypercube kernel 
plays a central role and the involvement of a new 
participant is difficult. 

GKMP (Group Key Management Protocol) 

This protocol provides management functions of 
symmetric keys for a set of nodes. Key generation 
concept used by GKMP is a cooperative generation 
between two entities, such as Diffie-Hellman key 
exchange. After generating the group key, GKMP 
distributes it to qualified GKMP entities. It also allows 
new members to join, member deletion and rekeying 
the group. GKMP provides a peer-to-peer review 
process; entities have permission certificates (PC) as 
part of the keying process. Therefore each entity can 
verify the permissions of any other GKMP entity but 
can modify none. GKMP supports compromise 
recovery and the list of compromised nodes is 
disseminated through the network and Compromise 
Recovery List (CRL) is stored in each host. 

This protocol attempts to delegate as many 
functions to the group as possible, so it tries to not rely 
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on any centralized entity. However some functions, 
such as granting privileges, creating and distributing 
key, creating group and re-key messages should stil l 
be centralized. [gkmp] 

We can conclude, that achieving confidentiality is 
not a difficult problem, because there are methods to 
establish common secret (DH, GDH.2, Hypercube, 
Octopus) among participants. This secret can be used 
in a common key architecture. 

However more serious problem is the proper 
authentication of the participants. In ad hoc environ-
ment, we cannot rely on a centralized Certificate 
Authority that could ensure certificates. We could see 
some possible solutions (Threshold Cryptography, Self 
organizing PKI, ID-Based PKI), although those are 
effective only in special circumstances. 

5. Security issues in routing mechanisms 

Security properties of ad hoc networks depends on 
the used routing mechanism, although in present 
routing protocols security is not included. An attacker 
may become involved in packet forwarding, moreover 
it is sufficient to run an intermediate node close and 
force a DoS attack using the shared radio channel. The 
scramble of the attacker is mostly indistinguishable 
from the natural loss caused by the noise of the 
channel. The goal is to establish a reliable channel, 
where trustiness can be a QoS parameter of the route. 

Consequently a routing protocol should be able to 
guarantee some level of security of a path and to force 
packets to travel through this route. Using distributed 
mechanisms or having a node with additional routing 
information (e.g. at the source) the path can be 
determined. 

Onion routing 

In onion routing, between peers the messages 
traversed securely. This is realized with a public key 
system. The sender collects the public keys of the 
intermediate nodes and encrypts the sent message 
with all of them. Each intermediate node decrypts it 
with its secret key, removes the outermost lock. At 
the destination the encryption can disappear only if 
each intermediate node has used its secret key for 
decoding (Figure 5). 

This kind of routing security is applicable mostly 
when the sender knows the path. (e.g. DSR). 

Figure 5. Onion routing mechanism 

Security-aware routing 

Traditionally, routing protocols try to find an optimal 
route. The metric for optimality is distance usually 
measured in hops. To improve the quality of security of 
an ad hoc route "Security Aware ad-hoc Routing" 
(SAR) has been presented, which incorporates 
security levels of nodes. 

Different techniques exist to measure or specify the 
quality of security of a route. 

Each host has the attributes such as "trust level" 
and "security level". These attributes are used by the 
routing algorithm, and only nodes that provide the 
required level can participate the routing protocol. 
However, these levels should be immutable, so that a 
node with a lower level can neither change it's own 
nor the requested level. 

In SAR the sender who initiates a route discovery, 
embeds the needed security attributes into the 
request. Intermediate nodes forward it only if it has 
the proper security attributes, otherwise it should be 
dropped. If the destination receives a request with 
proper security attributes, consequently an end-to-end 
path with the required security attributes can be 
found, and a security-aware route could be 
established. SAR can be implemented based on any 
on-demand ad hoc routing protocol with suitable 
modification. [secaware] 

These protocol modifications result in changes the 
nature of discovered routes. The route discovered by 
SAR may not be the shortest one in the terms of hop 
count, although SAR is able to find a route with a 
quantifiable guarantee of security. If one or more 
routes that satisfy the required properties exist, SAR 
will find the shortest (optimal) such route. However 
SAR may fail even if a network is connected, but the 
required security attributes cannot be provided. 

A problem with SAR is that the specific levels 
should be authenticated; nodes should not identify 
their own attributes. We could see that authentication 
in ad hoc networks is not a simple process. On top of 
that comprehensible levels reach new threats, 
because those levels are often related with the 
importance of nodes. 

Watchdog, Pathrater 

Using static parameters of participants is not perfect 
approach, because they may change over time. (e.g. 
Compromitted nodes) 

Watchdog method examines behaviour of 
participant continuously. Due to the shared radio 
channel, each node can listen for the sent packets of 
their neighbours, consequently a malicious node can 
be detected easily by its direct neighbour. This 
procedure does not cause additional network traffic, 
although it may make a mistake (e.g. Asymmetric 
link, collusion) or can be misleaded (eg. Directional 
aerial). 

LVII. VOLUME 2002/12  7 



HÍRADÁSTECHNIKA 

After detecting malicious nodes, another goal is to 
exclude them from communication. In the Pathrater 
method each node maintains a rating for every other 
node it knows. Ratings of nodes on actively used 
paths are continuously incremented; while decre-
mented on misbehaving paths. With the help of such 
information it is possible to select a well behaving 
path. 

Selfishness 

Previously examined secure routing procedures tries 
to exclude misbehaving parties from packet 
forwarding, although their messages are forwarded 
without complaint. 

This type of Selfishness behaviour can be hopeful 
for example to save battery resources, although in 
quantities it occurs the network to stop functioning. 
Forcing cooperation can be achieved by a virtual 
currency, which is called 'nuglets'. Participants buy 
services from each other, while selfish nodes run out 
of nuglets. 

Punishment of untrusty nodes should provide that 
over time only good behaviour pay off. This means that 
misbehaving nodes should be totally refused by the 
network. 

6. Conclusions 

We could see that ad hoc networks have many serious 
threats. We introduced some possible solutions 
towards the possibility of secure communication in 
such a distributed environment. 
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EIJ 
Multimedia „Triple Play" Specifications Approved 

ITU has approved specifications that will allow traditional 'coopper wire' telecom operators to compete 
cost-effectively with cable and satellite operators in providing the 'triple play' of multimedia services, namely 
multiple high-quality digital video streams, high-speed Internet access and voice services. 

Significant interest has been shown in Very High-Speed Digital Subscriber Line (VDSL) services, with 
operators, which already has a triple play service proposition, plans to extend this service to apartment 
buildings using VDSL. It cites the service as providing new competitive opportunities to generate revenues 
via the enhanced interactivity that VDSL provides. 

The specifications were approved at the first meeting of the ITU-T 'Full Service — Very high speed Digital 
Subscriber Line' (FS-VDSL) Focus Group. 

Thanks to continuing advances in video compression, operators wil l be able to ensure that the quality of 
the image will match that provided by cable and satellite. 
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Our article deals with IPv6 based mobile networks. First of all we would like to introduce the major novelties of IPv6 from the aspect of 

mobility— compared to the IPv4. After that we describe the handling of IPv6 mobility, then we introduce the simulation environment made by 

us and the derived results. 

Spreading of mobile computer 
technology 

Spreading of mobile telephones was beyond any 
expectations of the engineers. By now there is an 
urging need for mobile transmission of other data than 
that of speech coding. Because the systems operating 
nowadays were planned to transmit speech coding 
data, they are not appropriate for transmitting bigger 
amount of data. 

At the present time the trend in informatics is to 
introduce services on IP basis from user to user if 
possible. This technology called All IP. Because of IP being 
a packet switched data transmission method, it uses 
resources in a more efficient way than the land-based 
telephony or the circuit switched GSM system. Thus it 
needs more complicated protocol to control the packets —
especially in case of mobile systems. The IPv4 systems 
operating today and having almost 20 years of history are 
not eligible for the current increased demands (approp-
riate big address field, integrated mobility handling, QoS 
(Quality of Service) parameters), that is why new systems 
have to be developed. The solution might be the latest 
version of IP protocol, the IPv6 [1] [4], which supports 
integrated mobility at the side of many other novelties. 

IPv6 versus IPv4 

IPv6 in its operation is basically similar to IPv4 but also 
integrates several important innovations. Among 
these innovations the most important are: 

Bigger address field 

IPv4's most emerging bottleneck is its limited address 
space. Considering the 4.3 billion addresses provided 

by 32 bit addressing, one could ask why this would be 
an issue since the number of computers attached to 
the Internet is still below 100 million. As a matter of 
fact, IPv4 addresses are allocated very wastefully. The 
problem of the limited address space can be alleviated 
by using address translation techniques like Network 
Address Translation (NAT) but these methods provoke 
a number of problems by sacrificing the end-to-end 
semantics of IP. As the number of subnetworks 
connected to the Internet grows, routing tables are 
also becoming slowly unmanageable. 

IPv6's perhaps most often discussed feature is its 
128 bit addressing [8], offering powerful scalability. 
This addressing architecture provides 2128 (which is 
340.282.366.920.938.463.463.374.607.431 .768.2 1 1 .45) 
addresses for Internet hosts, which means that 
there wil l be thousands of IP addresses for each 
square meter of the Earth's surface. An address 
space of such an enormous size can probably meet 
every future demand, independently of wasteful 
allocation strategies. At least according to the 
optimistic network planners. In the future not only 
the computers wil l have IP addresses but. . . At the 
present time there are more mobile handsets than 
personal computers al l over the world and a big 
segment of these is capable of connecting to any 
kind of data network, e.g. via WAP. This is not yet 
to be called real Internet connection but the 
number of "intelligent" devices that can connect 
to the network will dramatically increase in the 
near future. In a few years' time not only the 
laptops or mobile telephones but PDAs, digital 
cameras, different Bluetooth devices, telemetry 
and building informatics system elements, 
vehicles, and what is more, household devices can 
access the network with their unique IP 
addresses. 
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The new addressing structure also allows more 
hierarchical backbone routing based on provider 
topology, which can stop the expansion of routing 
tables in backbone Internet routers. 

Security 

While the use of IPSec is optional in IPv4, it is a 
mandatory, integral part of IPv6. Thus, it is always 
possible to set up an IPv6 connection in a secure 
fashion. The multitude of IPv6 addresses also 
contributes to achieving end-to-end security, since it 
eliminates the problem of NATs breaking the security 
during address translation. 

IPSec security is implemented with two 
extension headers in IPv6: the Authentication 
Header [91 and the Encapsulated Security Payload 
header [10]. A Security Association (SA) is used to 
describe how the communicating entities utilize 
security services in their communication sessions. 
A SA is identified by three parameters: the Security 
Parameter Index (SPI), the destination IP address 
and the identifier of the used security protocol (AH 
or ESP). 

Autoconfiguration 

IPv6's tremendous address space would rather 
become a drawback as a beneficial feature if there 
were no advanced mechanisms for assignment and 
management of these addresses. As far as possible, 
a mechanism like this must provide an automatic, 
cost-effective and well manageable way for 
configuring addresses. IPv6 introduces an elegant 
approach for this task with its Address Autocon-
figuration protocol [6]. Besides configuring 
addresses, the protocol also allows other network 
parameters to be set up automatically, like the 
default gateway address, default router, etc. These 
features allow a host to connect to a network in a 
plug-and-play manner, without the need of any 
manual intervention. 

There are two ways of configuring a host's address 
automatically: a stateful and a stateless address 
autoconfiguration mechanism. Stateless and stateful 
autoconfiguration complement each other. 

Neighbour Discovery 

The Neighbour Discovery (ND) [7] protocol replaces 
the old ARP protocol used to determine the link-
layer addresses of hosts from their network 
addresses. It uses ICMPv6 (Internet Control 
Message Protocol v6) messages to discover a 
host's surrounding network and neighbour hosts. 
ICMPv6 is the new version of IPv4's ICMP protocol. 
Basically, it includes all the messages defined in 
ICMP, and five additional messages for neighbour 
discovery. 

New address types 

Unicast addresses: These addresses resemble most 
IPv4 addresses. A packet sent to a unicast address is 
received by one (and only one) interface assigned to 
that address. A unicast address unambiguously 
defines an interface (link-local, site-local or global) and 
thereby a network host. 

Multicast addresses: Multicast addresses replace 
IPv4's broadcast addresses. Just like anycast addres-
ses, the multicast addresses are also assigned to 
a group of interfaces. However, packets sent to a 
multicast address are received by all hosts of the group. 

Anycast addresses: Anycast addresses are assigned 
to groups of interfaces, possibly belonging to different 
hosts. A packet sent to an anycast address is received 
by only one of the interfaces belonging to the group, 
usually by the one that is located nearest to the sender. 

Streamlined Header Format 

IPv6 also streamlines and enhances the basic header 
layout of the packet. Compared to IPv4, some of the 
headers were dropped and others were made 
optional. Omitted fields include: 

Fragmentation: Fragmentation can now only be 
done by end stations of a route. I Pv4's method of 
fragmenting datagrams in intermediate hops requires 
resources and processing efforts in routers 
unreasonably. 

Options: IPv6 defines the new "Extension header" 
mechanism instead of IPv4's header options. 
Extension headers carry optional header information, 
and are generally not processed by intermediate 
routers, which contributes greatly to faster end-to-end 
delivery. 

Header checksum: Calculating header checksums 
requires a lot of processing time and offers little 
advantages in today's Internet. Up-to-date network 
technologies have considerably low error rates, while 
error checking and correcting functions are included in 
other layers as well. This makes calculating 
checksums at the network layer unnecessary. 

The new header contains only 8 fields compared to 
the 14 fields of the IPv4 header. It also has a fixed 
size, which is a further milestone in increasing 
processing speed. One important additional field is 
the 20 bit long Flow Label that is responsible for QoS 
support for traffic flows. Due to the simplified header 
structure, the total IPv6 header size is only twice as 
large as the IPv4 header, even though 16-byte IPv6 
addresses are four times longer than the 4-byte IPv4 
addresses. 
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Header extension 

Header extensions are located between the IPv6 
header and the transport layer header, and contain 
optional network layer information. Usually only the 
destination host processes them, but some of them 
require hop-by-hop processing. These extensions 
immediately follow the base IPv6 header, preceding 
other extensions. Thus, intermediate routers only have 
to investigate the first part of a packet, which 
simplifies processing in comparison with IPv4, where 
the header length is variable depending on the 
included options. An IPv6 packet can carry several 
extension headers. 

Mobility 

Mobile hosts connected to the Internet via a wireless 
interface are likely to change their point of access 
frequently. A mechanism is required that ensures that 
packets addressed to moving hosts are successfully 
delivered. During handover, packet loss may occur due 
to delayed propagation of new location information up 
to the Home Agent. These losses should be minimized 
in order to avoid he degradation of service quality as 
handover become more frequent. Mobility 
management can be divided into two parts: micro- and 
macro mobility. Macro mobility handles interdomain 
handovers, while micro mobility responsible for 
intradomain handovers (see Figure 1.). 

Figure 1. Micro- and macromobility 

To improve performance, the frequent handoffs 
(due to small radio cells) inside a given domain — also 
so called intra domain handovers — are handled locally 
by the micro mobility protocols. The role of micro 
mobility protocols is to hide user movement from the 
mobile IPv4 or IPv6 protocol, by handling user mobility 
locally, fast, and simple inside the micro mobility 
domain. IPv6 or Mobile IPv4 are responsible for wide 
area mobility support, called macro mobility. 

The Mobile IP protocol is considered to have 
limitations in its capability to handle large numbers of 

mobile stations moving fast between different radio 
cells. The handover frequency should typically not 
exceed once a second. However, Mobile IP is well 
suited for interconnecting disparate cellular networks 
effectively providing global mobility. Resulting from 
this fact, several micro mobility approaches have been 
proposed within the IETF, which are supporting 
mobility in a well-defined area. Such as the two most 
discussed micro mobility protocols: HAWAII and CIR 

The mobile IPv6 (and the mobile extension of IPv4 
as well) basically solves the macromobility problem. 
The basic idea is the following: let us separate the 
identification and routing role of IP addresses! In the 
mobile IP each node has a static, so called home 
address, which identifies the device. This address 
remains unchanged while roaming. Devices leaving 
their home network get a temporary, so called care-of 
address in every foreign network, which topologically 
belongs to the given network, thus the mobile device 
remains reachable in the foreign network using this 
care-of address. 

The terms introduced by Mobile IPv6 are the following: 
• Home address: The IP address assigned to a mobile 

node within its home link. 
• Care-of address (CoA): A temporary IP address 

assigned to a mobile node while visiting a foreign 
link. 

• Binding: The association of the home address and a 
care-of address of a mobile node, along with the 
remaining lifetime of that association. 

• Mobile node (MN): A node that can change its point 
of attachment to the Internet, while still being 
reachable via its home address. 

• Home Agent (HA): A router on a mobile node's 
home link with which the mobile node has 
registered its current care-of address. While the 
mobile node is away from home, the Home Agent 
intercepts packets on the home link destined to the 
mobile node's home address, encapsulates them, 
and tunnels them to the mobile node's registered 
care-of address. 

• Access Point: A router in the foreign network, which 
ensures the visiting mobile's connection to the 
network, through wired or radio interface. 

• Binding Cache (BC): A conceptual data structure for 
storing bindings. The Binding Cache should be 
implemented by all IPv6 nodes. 

• Header extension: A header extension, which can 
be sent along with arbitrary (even empty) packet 
and which contains complementary information, 
e.g. for handling mobility. 

• Binding Update (BU) message: A header extension, 
which contains the current binding and the lifetime 
of the binding of the sending mobile node. 

• Binding Request (BR) message: A header extension, 
in which a communication partner can ask the 
mobile node to send its current address. 
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• Binding Acknowledge (BA) message: A header 
extension, which the Home Agent acknowledges 
the reception of the Binding Update message with. 

• Home Address extension: Thus the mobile node 
usually sets up the sending address to the foreign 
address while sending packages, this extension 
serves for telling the addressee its identifying home 

address. 

• Binding List (BL): This list contains those Binding 
Update messages that were sent by the mobile node. 

Every mobile device in IPv6 can always be addressed 
with its home address. When the mobile device is not 
attached to its home network, it obtains a temporary IP 
address — a care-of address — from the foreign network it 
is currently attached to. In order to be able to receive 
packages in this case the mobile always informs its 
Home Agent — a router in its home subnetwork — about 
its current care-of address. Correspondent nodes can 
send packages directly to the care-of address if they 
know it, otherwise they send them to the home address 
and the Home Agent forwards them to the mobile. The 
association between the home address and the care-of 
address is called binding. In IPv6 networks, every node 
contains a so-called Binding Cache to store binding 
information about mobile devices. If the correspondent 
node uses the home address and the Home Agent 
forwards the packet to the user, this routeing is called 
triangled routing. This of course overloads the network. 

With the limited capability of mobiles and network 
overhead caused by triangle routing the optimization 
of the Binding Cache's size and the binding entries' 
lifetimes is very important. Our simulation demonst-
rates this issue in different network scenarios. We 
investigate different statistics like end-to-end delay 
time, rate of packets sent via triangle routing, rate of 
packet loss, handover frequency, etc. 

Figure 2. Triangled routing and direct communication 

The simulation environment 

We have developed a simulation environment to prove 
our concepts of Mobile IPv6 under OMNeT++. 

OMNeT++ (Objective Modular Network Testbed in C++) 
is a free, open-source discrete event simulation tool, 
similar to other tools like PARSEC, NS, or commercial 
products like OPNET. Our Mobile IPv6 model can be 
freely downloaded along with many other models. 

Modules of the macro mobility environment 
Our simulation environment deals with the IPv6 

Mobility Extension, especially with the binding 
management methods. With the simulator, we can 
easily build different network scenarios by providing a 
few simple parameters from which the simulator 
constructs the network automatically. 

According to OMNeT++, the structure of our 
simulator is modular. We defined the modules and 
their connections in the NED language, and 
implemented their functions in C++. The modules are 
the following: 

Mobile: This component represents a mobile device, 
which changes its location and speed periodically, and 
sends data requests to servers and other mobiles, as 
well as receives data from these. 

Air: It represents the radio interface, but now it simply 
connects Mobiles to the wireline network. There is 
only one Air module, because OMNeT++ can not 
handle dynamic connections properly. 

Access Point: These elements represent all physical 
radio access points belonging to the same subnet. 
Macro mobility handovers happen between these 
Access Points, micro mobility handovers happen 
inside an Access Point. 

Router: This component stands for the whole wired 
network between Access Points, Servers and Home 
Agents. It is responsible for routing packets and 
simulates network delays as well. 

Server: Common Servers generate data packets as a 
reply to Mobile data requests. 

Home Agent: Home Agents implement the mobile 
extension management by maintaining the binding 
between a Mobile's home and foreign address. 

The modules are connected to each other according 
to the following figure (Figure 3.) 

Simulation results 

As seen before the Binding Cache has a very 
important role in mobility support. We simulated how 
the Binding Cache size and the bindings stored in the 
cache effect the ratio of the triangled packets. In the 
network we had 50 mobile nodes, 9 subnets, 5 
servers and 7 Home Agents. 
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Figure 3. The Simulator 

In our case two types of packets could be delivered 
on the triangled route, that is why we tracked these 
packets in the network: 

Data request: the ratio of the triangled data request 
to the total number of data request packages. Every 
packet contain the Binding Update extensions the reply 
for these packets are delivered on the direct route. 

Spontaneous data packets: in this case a remote 
mobile node or a server send a packet to the mobile. 
Here also the ratio of the triangled data packets to the 
total number of data packets are measured. 

Examining the Binding Cache's size 

By running our simulator with different Binding Cache 
sizes between 1 and 55 (the number of mobile devices 
is 50 in this case), we came to the following results 
seen on Figure 4. 

It can be seen that increasing the cache's size 
linearly decreases the rate of the triangled packets. 
This is because bigger Binding Cache can store more 
binding. It is self evident as seen on the figure, that 
when the Binding Cache is smaller, more data packets 
are triangled, and this leeds to an overload in the 
network In case of a big Binding Cache, the size of the 
portable devices were increased, but this is not good 
in the mobility point of view. 

Examining the binding entries' lifetimes 

By running our simulator with different entry lifetimes 
between 0 and 100 seconds, we came to the 
following results, as seen on Figure 5. 

It can be seen that by increasing the lifetimes first 
quickly decreases the rate of the triangled packets, 

Figure 4. The effect of BC size 
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until it reaches the fifty percent level. (The Binding 
Cache's size in this scenario was 25, that is, the half of 
the mobile's number.) When the lifetime is 0, all the 
packets are delivered on the triangle rout. If we start to 
increase the lifetime, the ratio of the triangled packets 
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Figure 5. The effect of BC entries' lifetime 

is decreasing, until a point, while at this point the new 
entries are replacing the old ones. In this particular 
case this number at around 20-25 seconds. 

Summary 

In our article we introduced the functions of the IPv6 
needed for the mobility handling. To inspect these 
functions we wrote a general IPv6 simulator. We 
analysed the effect of the Binding Cache sizes and the 
lifetime of the bindings on the network performance. 
With our simulator the optimal Binding Cache size and 
lifetime can be calculated. 

The simulator is capable of simulating mobile 
terminals operating at willing IF environments. The 

LVII. VOLUME 2002/12 13 



HÍRADÁSTECHNIKA 

simulator still contains some simplifications that is way 
we want to improve it to be used to design real IPv6 
based mobile networks. 
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The Bluetooth Special Interest Group (SIG), an association of over 2000 technology companies, has just 
resolved a standar for the use of ISDN over Bluetooth. Bluetooth devices such as PCs PDAs and GSM 
telephones gain, for the first time, unlimited access to ISDN data and telephone communications services. 

The new standart defines the communication between the so-called ISDN Clients and the ISDN Access 
Points using the international norms ETSI 300 838 and GSM 07.08. Wireless ISDN communication over 
Bluetooth is possible with the full ISDN data transfer rate and a coverage of 100 meters and more 

„The CIP version 0.95 technical specifications are presently available at www.Bluetooth.org/specifications.htm. 
The Bluetooth SIG issues first of all the version number 0.95 to all officially adopted and published Profiles. 

CIP is modeled directly on the basis transport protocol L2CAP can be used parallel to PAN (BNEP), DUN 
(RFCOM) and CTP (TCS, SCO). CIP-capable end devices can therefore avail of all ISDN capabilities and 
functions including acting as a network gateway (with compression), support telephony and relevant CTI 
applications or simply connecting computers. As the ISDN software interface CAPI has been integrated, all 
computer programs such as telephony and multimedia applications, answering machines, fast Internet over 
network access using single or multiple channel access are possible, without using any cables. Additionally 
when using CIP a PC or a FDA can dial via ISDN directly to a host and swap data. The highly versatile ISDN 
interface CAPI can now be used for Bluetooth telephones or headsets. 

ISDN applications based on the CAPI interface have proven themselves in a variety of different fields over 
the past years. Because of the CAPI specifications software from manufacturer A is compatible with the 
hardware from Manufacturer B. This principle is also valid for ISDN applications over Bluetooth. 

BIueFRITZ! can be used with applications from other manufacturers. 
AVM will release the CMTP source code to facilitate the fast and widespread usage of ISDN over 

Bluetooth. This source code allows for the integration of the CMTP protocol as the basis of CIP conveniently 
into existing Bluetooth structures under Linux. 

Using the Bluetooth protocol stack under Linux it will be possible to use CIP-capable end-devices and it 
will allow the use of existing CAPI based ISDN applications for data and speech without modification under 
Bluetooth. 

BIueFRITZ! products support CIP as a central Profile, the BIueFRITZ! products update policy guarantees 
the implementation of the newest standards. In the same manner all other important protocols wil l be made 
available 
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The paper is concerned with developing novel adaptive algorithms for decorrelating weakly stationary random processes. The proposed 

decorrelation technique proves to be instrumental in mobile communication, where equalizing radio channels with severe intersymbol and 

multi user interference is a frequently occurring task. The algorithm can perform blind equalization, in terms of eliminating channel distortions 

even without a training sequence. The convergence properties of the new algorithm are proven in mean square by using the Kushner-clark 

theory of stochastic approximation. The performance is studied by extensive simulations in the case of mobile communication with typical 

radio channels in the presence of multipath propagation. 

The proposed detector structure is proven to be superior to the traditional receivers. The results are demonstrated by extensive simulations 

as well. 

1. Introduction 

Since direct sequence code division multiple access 
(DS-CDMA) is going to be the standard access 
protocol in 3G wireless multiple access communi-
cation (i.e. UMTS), to increase its spectral effciency by 
developing near optimal detection algorithms has been 
one of the central issues of signal processing theory. 
By eliminating the "crosstalk" between users, (called 
multiuser interference, MUI) the spectral effciency 
(and the corresponding channel effciency) can be 
dramatically increased. 

In the case of CDMA (Code Division Multiple 
Access), each user is associated with a signature 
signal which is applied for user identi_cation. In 
general, for a larger population and limited signature 
support one cannot construct a mutually orthogonal 
signature-set, which leads to crosstalk between users. 
The optimal code-set, resulting in minimal interference 
between users, was developed by Gold [4]. The 
situation of simultaneous use of a communication 
channel by several users is depicted in Figure (1). 
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Figure 1. The model of the Multi-User channel 

The most promising solution to this problem is the 
maximum-likelihood multiuser detector which was 

introduced by Verdú [1]. Although the performance of 
the optimal multiuser detector almost reaches the 
performance of the optimal single user detector, its 
complexity is rather high (it increases exponentially 
with respect to the number of users). Hence, finding 
suboptimal solutions with moderate computational 
complexity is of major importance. Unfortunately, MUI 
is not the only factor which impairs the performance of 
mobile channels. Selective fading, resulting in 
excessive channel distortions, is also a rather typical 
phenomenon in digital radio communication because 
of multipath propagation. Therefore, to achieve a high 
QoS (Quality of Service) communication with a given 
cell loss or bit error rate via narrowband radio access 
networks (or via mobile systems), one has to equalize 
the channel distortions. Since fading can occur 
randomly in time, training sequence is not available to 
optimize the weights of the receiver, or the training 
sequence must be repeated frequently enough, which 
yields considerable overhead and thus a loss in data 
speed. This prompts the development of blind signal 
processing algorithms which can equalize the channel 
by only observing the output signal of a linearly 
distorted noisy channel. Traditional techniques apply 
modified MMSE and ZF algorithms when the 
decisions are used to replace the training sequence. 
Errors in the decisions, however, can give rise to 
severe instability. Therefore, the aim of this paper is to 
propose a novel decorrelation algorithm which does 
not use the decisions, but only the signal sequence 
observed at the output of the channels. The 
convergence of the algorithms can be proven by the 
well known Kushner-Clark method [10], while 
simulations demonstrate that the equalized channel 
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characteristic is close to the optimal one and can 
support high QoS (low error rate) communication. The 
results will be treated in the following structure: 
• first the model and some notations will be 

introduced in which framework the analysis will be 
carried out; 

• then the novel blind decorrelation algorithm will be 
proposed, the convergence of which will be proven 
in mean square; 

• the performance of the newly developed detector 
algorithm will be analyzed numerically and the 
simulation results will be compared to the perfor-
mance of traditional multiuser detectors. 

2. System Model 

In this paper we investigate an asynchronous multi-
path propagation model. The transmitted baseband 
equivalent signal of the kth user is denoted by q(t). 
Applying BPSK modulation, the kth user transmits 
bk[i] E (-1,11 binary symbols, where i refers to the time 
instant. The transmitted signal is given as 

N B

qk(t) = Ak ~ bk[i]Sk (t — iT — ek) , 
i=1 

where Ak denotes the signal amplitude associated with 
the kth user, T refers to the time period of one symbol, 
Bk denotes the delay of the kth user, and NB is the block 
size, respectively. The spreading waveform of user k is 
denoted by sk(t), and can be written as follows 

PG-1 

Sk(t) _ ~ Sk[i]e(t — iT' ). 
i=0 

Here Sk[i] E ]-1,1 }denotes the ith time-chip of user 
k based on the Gold code set of length 31 [4]. e(t) 
denotes the elementary waveform, and PG refers to 
the processing gain (PG = 31). The chip duration is 
denoted by T~ = T/PG. Each user transmits over a 
specific channel characterized by its impulse response 
function, hk(t). Thus, the received signal becomes 

K 

r(t) _ ~ hk(t) * gk(t) + n(t), (1) 
k=1 

where K refers to the number of users, and n(t) is a 
white Gaussian noise with a constant one-sided No
spectral density. 

Unfortunately, synchronous high bit-rate communi-
cation cannot be maintained in practice, due to multi-
path propagation. For the sake of generality, we 
assume a general channel impulse response function 
hk(t). To shorten the forthcoming formulas, we define a 
new function as 

~)k(t) = hk(t) * Sk(t — Ok). (2) 

Substituting this into (1) one obtains 
K N B

r(t) _  Ak,bk(t — iT)bk [i] + n(t). 
k=1 i=1 

(3) 

The KxK cross correlation matrix 1(t), containing all 
correlation information between ;(t) and j(t), is 
defined by the dyadic convolution product 

= Y á ( —t) *  J (t). (4) 

The kth matched filter performs a convolutional 
product on the incoming stream with (—t), which 
results in a continuous signal rk(t), which can be 
written as 

rk(t) _ ~k(—t) * r(t). (5) 

Substituting (3) into (5) the equation above becomes 

NB

r"(t) _ ~ ~(t — iT)Ab[i] + n(t), (6) 
i=1 

where A = diag [A1; A2; ...; AK], r(t) = rt(t); r2(t); ...;
b[i] _ (b1[i]; b2[i]; ...; bK[i])T, and n(t) _ "(—t) * n(t). Samp-
ling with (iT), expression (6) results in a discrete-time 
model mapping b[i] into b[i], namely 

b[i] = R[i] * Ab[i] + n[i], (7) 

where b[i] = r(iT), n[i] = n(iT) and R[i] _ (iT), which is 
the discrete-time channel matrix. To describe the 
detection schemes in an easy-to-understand manner, 
it is helpful to write b[i], b[i] and n[i] into column 
vectors with KNB elements each, and use block 
notation. 

b =

b = [b1 [1], b2[1], . .. , bK [1], bl  [2], . . .
n =

respectively. The convolutional product in (7) can then 
be rewritten as a multiplication: 

b = R AAb + n, (8) 

where A" = diag [A; A;...; A] is a KNB x KNB dimensi-
onal diagonal matrix, containing NB sub-matrices of A. 
Moreover, the matrix 

_ R[0] R[-1] . . . R[—NB + 1] 
R[l] R[0] . . . R[—NB + 2] 

R= 

R[NB — 1] R[1] R[0] _ 
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is a KNP x KN8 dimensional block Toeplitz matrix and 
Hermitian (R[i] = (R[—i])" for all i) with diagonal 
dominance (iR; i  V (i, j); i ~ j). Furthermore, it is a 
sparse matrix, in most practical situations only a few 
submatrices differ significantly from zero (R[k], V ki s 6). 

The traditional single-user detector (SUD) applies a 
simple signum decision function after (8), yielding 

bSUD = sign {b} = sign {RAA b + n} (9) 

which cannot combat multiple access interference 
efficiently. (In the rest of the paper a variable with 
"hat" refers to the estimated value of the original 
variable without "hat"). If R is diagonal then the single-
user detector defined in (9) offers an appealing 
solution. However, in most cases R is definitely not 
diagonal, which is mainly due to the existence of 
interference sources on the channel. This problem 
motivates the use of MUD techniques [1]. An 
algorithmically simple but near optimal multiuser 
detector architecture is the so-called stochastic neural 
network. Its performance is analyzed in [8]. The proof 
about its dynamics and stationary behavior is given in 
[91. On the operation of the stochastic Hopfield neural 
network (SHN) is described by its state transition rule, 
given as 

~-~ 
Y [f] = sign ~ Wt3 ~~ [E~] + ~ Wt3Y3 [P — '1± V + vt [~] (10) 

nr 

3=l 

where Y,[ P] is the output of the Ith neuron at the Rh 
iteration (in one iteration the whole network is 
updated, so ! = 1,2,...,M), and M denotes the dimension 
of the network. V, is the decision threshold of the lth 
neuron and W,~ is the connection weight between the 
output of the jth neuron and the input of the !th 
neuron. Parameter v,[ ? ] is a white noise that follows 
a logistic distribution 

(Pr {v, [P] = v < x} =  (x) = i+e " ) 

with decreasing variance (as a —'co). The parameters of 
the network in (10) should be adjusted as follows: 

M=K•NB, W=—(R—diag[R]), V=b 

bSHN = sign {1irnYE } , (1 1) 

where #it is the number of performed iterations. 
Further quantitative specification will be given in 
section 4. 

3. A novel blind channel equalization 
algorithm 

In this section a novel adaptive decorrelation algorithm 
will be described, which is not only able to perform 
inverse channel identification but can also eliminate 

multiuser and intersymbol interference as well. The 
algorithm is given as 

Wk+1 = Wk + Ok (b bT — I) , (12) 

where W denotes the current estimate of the channel 
matrix; b = Wpb; I is the identity matrix, and is the 
learning parameter (which was decreased linearly with 
time in the simulations). When analyzing the steady 
state of (12) in mean square, one can obviously obtain 
E[bb'] = I. This implies that in stationary state the 
multiuser interference is eliminated if the algorithm is 
stable. Therefore, in case of stability, this method 
generates the inverse estimate of the original R, which 
can then be plugged into the SHN algorithm: 

RAD1~1 = W-1 R.  ' 

Here index "ADM" refers to Adaptive Decorrelation 
Method. In the next subsection we analyze the 
convergence properties of this new algorithm. 

3.1. The steady state and the convergence 
properties of ADM 

To analyze the convergence in mean square, the 
following lemma will be of help: 

Lemma 1 If a random vector x is given with covariance 
matrix C, then x can be decorrelated by multiplying 
with any matrix W that satisfies 

WWT = C-1 (13) 

PROOF. Let us denote z = Wx, where z is supposed to 
be uncorrelated. Then 

E [zz''] = I = E [WxxTWT] = WCWT

and so 

C = (W-1)(W-l)T 

which implies the statement of the Lemma. 

(14) 

Substituting (14) into (12) the algorithm yields 

W(k + 1) = W(k) — O {WxxTWT - I} (15) 

Taking the expectation of both sides of (15) results in 

E [WoPtxxTWoPt] = I 

T WOPt RE [ YYT ] RT WoPt = I. 

Since the transmitted information sequences are 
supposed to be independent and due to the 
symmetrical property of both matrices 

W ,PeR2WaPt. = I, (16) 

(WOPe)2 = (R-1 )Z • (17) 
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The received vector x has a covariance matrix of 
RRT, hence, in the sense of Lemma 1, it is proven that 
the steady-states of the ADM are the matrices that 
decorrelate the received vector. Now we embark on 
proving the convergence of the ADM recursion (12) in 
mean square by using the Kushner-Clark Theorem. 
First we brie y sight the theorem [10] 

Theorem 2 (Kushner-Clark) If an arbitrary nonlinear 
stochastic recursion is given in the form of w(k+1) = 
w(k) +A(k)W(w(k), x(k)) and the following properties are 
satisfied: 

1. ~~- i O(k) = x.  L(k)y Goo Vp > 1 and limti-. (k) = 0: 

2. The following partial derivatives exist: uwlw':) ~w w'x 
rrw; 

3. The following limit ex t: ' (w) = Iin1k E;z ['Y (w(k), x)] 

then 1.i.mk...,~w(k) = w where d dig) = '1' (w(t)) and w' : W (w') = 0. 

In this way the convergence analysis of nonlinear 
stochastic recursion can be reduced to the analysis of 
ordinary differential equations. 

Theorem 3 The stochastic recursion (12) converges to 
R~DM=WkI in mean square. 

PROOF. Let us apply the Kushner-Clark theorem to our 
recursion. First we should check whether recursion 
(12) satisfies the conditions of the theorem. Property 1. 
can be easily met by setting A = 1/k. The function 
W(W,x) = WxxTW—I, which is differentiable in both Wig
and x,. Hence, property 2. is satisfied. And, finally, the 
limit in Property 3. amounts to 

J'(W) = WR2W — I, (18) 

which leads us to the analysis of the following matrix 
Riccati differential equation [11]: 

~(t) = W(t)R2W(t) — I. (19) 

The asymptotic solution of (19) is given by 
Kwakernaak-Sivan theorem [11], stating that as the 
terminal time t, approaches infinity, the solution W(r) of 
the matrix Riccati equation 

—W = —W(t)R2W(t) +I. 

Here the dot above W refers to the differentiation 
with respect to time. Starting from the initial condition 
W(0) = W0 W(t) generally approaches a steadystate 
solution W that is independent of W0. The steady-state 
solution W is the nonnegative-definite solution of the 
algebraic Riccati equation, given as 

0 = I — WR2W (20) 

(For further details on the Kwakernaak-Sivathe theorem 
see [11]). Using elementary matrix algebra one obtains 

W2 —R-2 (21) 

Matrix R is positive definite, therefore it has only 
eigenvalues with positive real part. In the sense of the 
Kwakernaak-Sivan theorem, W is positive semi-definite, 
which implies 

W=R -1. 
(22) 

This completes the proof that the ADM recursion 
(1 2) converges to the inverse of the channel matrix in 
mean square. 
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Figure 2. The Structure of the Proposed Detector Schemes 

3.2. The effect of Additive Gaussian Noise 

So far we have only investigated the noiseless case, 
but in practice a channel noise (N(0, K)) is to be taken 
into account. This noise will slightly modify (14), 
resulting in 

Y=Qy+Wn. (23) 

where Q = RW implying that the identity matrix is the 
steady state. 

E 
[ T] 

= E [QYy ' Q 7 + WnyTQ7 + 

= QQT + WKWT

ynr W7 + Wnn7 WT[ = 

(24) 

The second term of this equation can be seen as a 
bias term, which can be removed by altering the 
original ADM algorithm (12) as 

W(k + 1) = W(k) - a ~yyT - A} (25) 

where 

A = I + WKW''. 

The covariance matrix K in most of the cases is 
assumed to be diagonal with elements N0. 
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4. Performance Analysis 

For the sake of better comprehension, the proposed 
architectures are depicted in Figure 2. Note that the 
perfect operation of the channel matched filter is 
assumed, although only its soft output values are used 
in the detector. The estimation of R is the task of the 
adaptation method, depicted at the bottom of the 
picture. The estimation method relies on the output of 
the detector (b) and the output of the channel matched 
filter (b). At the same time the stochastic Hopfield 
network was operating with the estimated values of 
R, denoted by R. 

In this section the performance of the new 
algorithm is analyzed by simulations. The following 
notations and scenario was adopted: 
• Number of users (u) 
• Block length (b) 
• Channel model: urban 
• Spreading codes: Gold codes 
• Disturbing effects: ISI, MUI, AWGN 

The performance is investigated by plotting the Bit 
Error Rate (BER)against the Signal to Noise Ratio 
(SNR). In the first figure, the BER(SNR) curve is 
exhibited in the case of applying the SHN detection 
algorithm. In Figure 3 
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Figure 3. Performance of SHN detector in the case of different 

channel models 

one can see that the larger the number of users are in 
the system the worse the performance is due to the 
increased MUI. On the other hand, the block length 
does not have a great impact on the performance (the 
results obtained for channel 10u10ba and for channel 
10u4b almost coincide). 

In the next figure the BER-SNR is plotted in the case 
of different detection algorithm based on the channel 
model 4u10ó. The list of simulated detection algo-
rithms is given as follows: 
• Single User Detector (SUD) 
• Blind Additive Decorrelation Method (ADM) 
• Stochastic Hopfield Neural Network (SHN) 
• Simple Identificator (SI). 
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Figure 4. Performance of different detectors in the case of 

different noise powers for an 4 user 10 block length 

channel 

In Figure 4 one can see that the best performance 
can be obtained when the channel is assumed to be 
known and the detection is done by SHN. On the other 
hand, when the channel is identified by ADM only a 
slight performance degradation can be observed. The 
performance is further reduced by only applying ADM 
as decorrelator followed by the simple threshold 
detector. Nonetheless, the performance is relatively 
good given in this case which further prompts the 
application of ADM. Of course the worst result was 
obtained by applying simply SUD. 

The next figure shows the performance of the same 
detector algorithms in the case of 10u4ó channel. The 
same conclusions can be drawn form this figure as 
form the previous one. 

Figure 5. Performance of different detectors in the case of 

different noise powers for an 10 user 4 block length 

channel 

5. Conclusions 

In this paper a novel blind signal detection algorithm 
was introduced capable of both channel identification 
and multiuser detection. When the new algorithm was 
used as a blind channel identifier, then stochastic 
Hopfield net carried out the detection based on the 
identified channel characteristics. Since the new 
algorithm is capable of decorrelating weakly stationer 
stochastic sequences it has been directly applied to 
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multiuser detection, as well. In both cases superior 
performance could be achieved, namely a significantly 
lower BER was accomplished than in the case of other 
methods. This has demonstrated that the new 
algorithm can increase the spectral efficiency which is 
imperative in introducing 3G mobile standards. 
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Ide ~í ~3 
Telcos situation (in USA) by Dan O'Shea 

It's no accident that the rural carrier market is one of telecom's healthiest markets financially. Vendors are 
increasingly seeking RUS (Rural Utility Service) certification and chasing the smaller independent telco 
business they didn't give a second look to a few years ago. The rural carriers have to keep spending RUS 
money if they want to keep getting it. 

The non-rural operators, are not supported by such special programs. Network investment has ground toa 
halt with the capital spending spigots of most large telcos offering not so much as a drip to the thirsty vendor 
community. 

Its reason is: They don't need it. Broadband is a wonderful inevitability, but it will happen in due time. 
Although broadband penetration in the U.S. is less than many countries, the overwhelming reason has to do 
with the cyclical nature of the national economy. 

There is no reason to believe that bad economic conditions wil l last forever. After the bad days are over, 
network investment will pick up again because it will have to. 

The rural carriers are in a different situation entirely. They serve customer bases that are costly to serve 
because they are so spread out, and they provide service to customers that bigger telcos, for the most part, 
want absolutely nothing to do with. Though some people may see the RUS program as subsidizing this 
country's rural infrastructures, it's really not much more than an incentive that — effectively or not — is 
designed to keep rural users in the game. 

Certain industry interests wil l continue to fight for the broadband subsidy, but it is only in the interests of 
saving themselves from their own financial problems. A debate wil l also only serve to complicate and draw 
attention away from the real issues affecting telecom regulation. The temptation is there, and increasingly 
harder to resist, but we must resist it if we want to have a balanced, non-monopolistic industry. Subsidizing 
a broadband buildout for the biggest companies will effectively put them that much further ahead of their 
potential competitors when the dust of the downturn dissipates. 
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This paper deals with analytical traffic models that attempt to construct models that take the limited burst length into consideration. Based 

on these models the paper attempts to create admission rules that can be used to further increase the utilisation of the network without 

sacrificing service quality. 

1. Introduction 

Connection admission control (CAC) is a key resource 
management function in multiservice networks. Its 
role is twofold. It must limit the amount of traffic 
admitted into the network, so as to ensure that all 
existing and newly admitted flows get their contracted 
level of service quality. Yet, the admission rule can not 
be excessively strict, as this would result in low 
network utilisation and consequently in lost profit for 
the network operator. Thus the right balance has to be 
found between raising the utilisation of the network 
and protecting traffic from congestion through leaving 
spare network capacity. The indicator of a well 
performing connection admission control algorithm is 
that the observed service quality and the targeted level 
of service quality are very close to each other. 

The core component of a connection admission 
control algorithm is the quantification of the resource 
status of the network with the assumption that the 
new flow is already added to the system. This can be 
done either by estimating the amount of used service 
capacity orby the determination of the expected loss 
or delay in the system. 

There are two markedly different approaches to 
connection admission control. In the first approach, 
a traffic model is used to describe the general 
behaviour of the traffic. The parameters of the traffic 
model are then used to close the gap between the 
model (the general template) and the actual traffic. 
These imply that there has to be a trust in the model, 
i.e. it is assumed that there is a good alignment 
between the model and the reality. Also, the 
parameters that fit the model to the real traffic must 
be made available somehow. Either it can be assumed 
that there are a small number of traffic classes that can 
be described in advance, or the traffic characterisation 

has to be left to the user, i.e. they must provide the 
parameters upon initiating a new traffic flow. The 
alternative to this strategy is the method of 
measurement-based admission control. This method 
exploits the fact that the resource status of the 
network (utilisation, anticipated loss & delay) can be 
estimated by measuring the statistical properties of 
the traffic. This approach does not need neither 
a traffic model, nor parameters. 

The traffic model and parameter based approach 
has been a popular approach for constructing CAC 
algorithms, especially for asynchronous transfer mode 
(ATM) networks. However, most of the algorithms 
developed in the literature make overly limiting 
assumptions that increase the gap between the traffic 
model used and the real traffic. Such an assumption is 
that the bursts in the traffic can be infinitely large. 
Most current multiservice systems use some form of 
traffic policing, an essential component of which is the 
token bucket. This function is responsible for limiting 
the length of the bursts the traffic source is allowed 
to send into the network. This way, traffic bursts 
encountered inside the network are truncated at 
a certain maximum length. This fact is ignored by most 
current CAC algorithms. 

The rest of the paper is organised as follows. Section 
2 gives the mathematical theoretical background. Next, 
in Section 3 the scaled cumulant generating function is 
calculated for some traffic models. Section 3.1 
describes the known results for general Markovmodu-
lated ON-OFF sources. Section 3.2 introduces a general 
approach for analysing continous-time ON-OFF models. 
The models of Sections 3.3.1 and 3.3.2 use uniformly 
and truncated exponentially distributed ON period 
lengths, respectively. The new approach is demonst-
rated in Section 3.3.3 for a very simple, almost deter-
ministic system. Conclusions are given in Section 4. 
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2. Mathematical Background 

The large buffer asymptotics of the large deviation 
theory [1, 2, 3, 4, 5] is concerned with the 
estimation of the buffer overflow probability when 
the buffer size gets very large. Consider a single-
server queueing system with buffer size h and 
service rate c. Let Q denote the queue length in the 
system. The large buffer asymptotics state that the 
decay rate of the logarithm of the buffer overflow 
probability is asymptotically linear in b, as h appro-
aches infinity [2]: 

lim I1nP(Q>h)= —S(c), (1) by~ h 

where b(c) is the rate function of the tail probability. It 
is computed as 

8(c) = sup{s > 0: SCGF(s) ≤ sc} (2) 

and is parameterised by the total amount of arriving 
work through SCGF(s) and by the service rate c. The 
scaled cumulant generating function (SCGF) of the 
arrival process is defined as 

SCGF(s):=1im 1 1nE{esxlo,t)~ 
,-=0 t 

(3) 

where X[0, t] is the total amount of work arrived in the 
time interval [0, t]. 

Once the decay rate is determined from the 
optimisation defined in (2), the buffer overflow 
probability can be computed according to (1) for large 
buffers: 

P(Q >b)=e -bb '. 

The equivalent capacity, defined as the minimal 
service rate for which the QoS constraint is fulfilled, 
can be calculated analytically [2]: 

eF:yu := ]llf ( C : e
—bó(c) ~ ~~ = 

_ SCGF(ő(cEq ,)) _ SCGF('q/b) 
b(c',-,,u ) 7/b 

(4) 

where the target overflow probability is E =e_Y 

The CAC algorithm uses this equivalent capacity for 
its decision: if a new connection arrives, it checks 
whether the sum of this value and the peak rate of the 
new connection is less than the service rate of the 
outgoing link. If ceq„ + psc holds, the new connection is 
accepted, otherwise it is rejected. It can be seen from 
(4) that the CAC algorithm uses the scaled cumulant 
generating function of the arrival process. This 
function can be estimated from measurements or it 

can be calculated analytically when assuming specific 
traffic models. 

3. Calculating the Scaled Cumulant 
Generating Function for Some Traffic 
Models 

The goal is to calculate the scaled cumulant generating 
function for traffic models as realistic as possible. 
A general analytical result is available for the scaled 
cumulant generating function of the superposition of 
Markov-modulated ON-OFF sources (see Section 3.1), 
but this model involves the assumption of unbounded 
ON periods (arbitrary long bursts can occur with positive 
probability) which is not realistic enough in practice. This 
is why analytical studies were mainly concerned with 
arrival processes with bounded burst behaviour. 

An overview of the scaled cumulant generating 
functions computed for previous traffic models is pre-
sented in [6] and [7]. 

The central idea is that the expected value in the 
definition of the scaled cumulant generating function 
can be computed from the distribution of X[0, t] the 
total amount of work arroved in the time interval [0, t]. 
It is enough to compute the scaled cumulant genera-
ting function of one source because the SCGF of the 
sum of more independent sources is equal to the sum 
of the SCGF of the sources. 

3.1. Markov-modulated ON-OFF Model 

The scaled cumulant generating function for the su-
perposition of multi-class Markov-modulated ON-OFF 
sources can be computed from an analytical ex-
pression [8]. If the arrival process X[0, t] is described 
by atwo-state Markov chain with transition rates lL and 
rl and instantaneous arrival rates p and 0, then its 
scaled cumulant generating function (3) can be 
expressed [8] as: 

SCGF(s)= lim Iln f 
µ ,  µ  x 

`=oo t 1fl +1.t 1+ 1u 

1 í l 
x exp I —p1 ps 1  I t x I l) = 

= ~(ps—µ—r1+V(ps —µ-rl)' +4r)µ). 

In the discrete-time equivalent of this continuous-
time case we replace the exponential distribution with 
the geometric distribution in the two-state Markov 
chain. An example of such a discrete model is that in 
each time-slot p amount of traffic is generated with 
probability q and no traffic is generated with probability 
1—q. In this model P(X[0,n]=kp)=(k)gk(1—q)( k , and the 
scaled cumulant generating function is 
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n 
SCGF(s)= fim l in k qk(1

—q)n-k e kes =

n— °° yt
k=0 

= fim l ln  ~I k I(geps)k(1—q)n-k = 
n —~oo fl

k= 0 

= him l ln(geps+ 
1—g)fl

 = ln(qeps+ 1—q). 

3.2. Continuous-time ON-OFF Models in General 

Let X(, Y(, X2, Y2,... (or Y( , X), Y,, X,,...) denote the 
lengths of the successive ON and OFF (or OFF and 
ON) periods of the arrival stream. The lengths of the 
ON and OFF periods are identically distributed —X and 
Y respectively and all of them are independent. 
Consider the random variable B; = X + Y,, the length of 
the i'" ON-OFF (or OFF-ON) block (B=X+Y). Two impor-
tant random variables can be defined: 

N(t):= sup(k : XB ≤ tj 
k 

_( 

the maximal number of blocks that can be fitted in the 
time interval [O, r] and 

N(,) 

T(t) := B 

the ending time of the last block that still fits into 

Xi Y1 , X2 Y, T(t) ~ 

0 Bi

The distribution function of X[0, t] can be ex-pressed 
using these definitions as 

P(X [O,t) <x) =P(X *"( `) +R(t) <x), 

where R(t) is the amount of work arriving at the 
system in the last t—T(t) long time interval. The 
distribution of X[0, t] can be approximated as 

~P(X*N( )̀ >xjN(t)=k)P(N(t)= k) ≤ 
k =1 

≤P(X[O,t)>x)≤ 

. x IN(t) = k)P(N(r) = k), 
k =1 

(5) 

provided that the distribution of N(t) is known. Note 
the connection between the random variable N(t) and 
the length of the blocks: 

P(N(t) z k) =P(XB <t~ = 
i JJJ

=P(B*k <t) =: FB.A.(t). 

If all the convolutions of B are known, B*k= X*k*Y*k

the distribution of N(t), also used in (5), is attained as 

P(N(r)=k)=P(N(t)ak)- 
-P(N(t)ak+ l =F8.A(t)-FB.,A.,,(t) (6) 

The random variable N(r) can be used to arrive at the 
distribution function of t-T(t) with: 

P(t - T(t) > x~N(t,) = k) = 

=L 
t-x 

(1 - FB(t - y))f$•k(~J)dy 

In this approach the key is the knowledge of the 
convolutions of B. 

3.3. Random and Bounded ON Bursts 

In the following scenarios the length of the OFF period 
is kept constant (/OFF), but the length of the bursts is 
assumed to be either a uniformly or truncated 
(bounded) exponentially distributed. The reasoning 
below follows the general approach outlined in the 
previous section. 

As seen in (6) the distribution of N(t) requires the 
convolutions of B, and because of the constant OFF 
period lengths, the distribution of B

*k. 
is: 

P(B
*k 

<t)=P(X*k 
<t-k/oFF) (7) 

3.3.1. Uniformly Distributed Burst Lengths 

If the lengths of the ON periods are uniformly 
distributed in [0, 11, for the sake of simplicity and for 
establishing basic results reused in more complex 
cases. FBI(t) can be computed as 

1 Lt- k;loFFJ -1 
k 

FB. . (t) = 
k~ 

(-1) ( i ) (t — klOFF
—o 

using the density function of the k th convolution of an 
arbitrary uniformly distributed random variable U (see 
[9]): 

1 
fu (x) = (k—i)! ~ ( - 1) 

k
' ) (:P - j) k- ' . (8) 

for x E [i, i +I ] and i E (1 2 ...,k—I [. 
It is expected that the limit (t-~ o) of the corres-

ponding lower and upper bounds from the approxi-
mations of P(X[0,t]<x) in (5) lead to closed-form 
expressions. These result in analytical lower and 

LVII. VOLUME 2002/12  23 



HÍRADÁSTECHNIKA 

upper bounds for the scaled cumulant generating 
function. The other required quantity in (5), besides 
the probability distribution of N(t), is P(N*N(r)>xIN(t)= 
=k)=P(X

*k
>x). This can be calculated directly from the 

k`" convolution of the uniformly distributed X by (8) 
with U=X. 

3.3.2. Truncated Exponentially Distributed 
ON Period Lengths 

Truncated exponential distribution is a bounded variant 
of the exponential distribution. Its density function is 

r  ae-a~

fX (x) 
— Jll 1-e-atoN 

0 
if x E [0, loN) 
otherwise 

Remark: If we have a random number generator 
producing exponentially distributed random samples 
(X'), we can generate truncated exponential random 
numbers with the modulo operation: 

P(X < x) = P(X' mod lON < x) _ 

= P(X' E [0, x) U [l°N , ION + x) U . . . ) = 

00 
E [nloN, nloN ±x)) = 

n=0 

~ /'~~ON+~ ~ ~ J ~e-atdt = ~ E —),t

—e ]t /  = 
~=p 7at ON n=p 

00 
e—í~7L~pN — e—~~1tlON+2)) 

= 

= 1 e—ax 1
1 — e — ~ bON 1 - e - "loN 

1 -
1 — e- ~ION ' 

Although this time the ON period lengths have 
truncated exponential distribution (instead of the uniform 
distribution in the previous subsection), FB.L (t) can be 
computed by the convolutions of the uniform distribution 
from (8) and by (7): 

~k e- ax 
fX*k ( x ) kfU*k(x/ION)• 

(1 - ealpN-  ) (9) 

In order to determine the upper and lower bounds 
of the scaled cumulant generating function, the 
bounds in (5) have to be computed. The first part of 
the bounds, P(X*k(t)>xN(t)=k)=P(X

*k
>x) and 

P(X*P( )̀+I)>xIN(t)=k)=P(X
*k

>x), can directly be calcula-
ted from (9). The determination of the second part, 
P(N(t)=k), involves the conversion of (9) to a 
distribution function and a series of substitutions into 
equations (7) and (6). Unfortunately at the moment 
this procedure does not lead to closed form 
expressions, thus numerical methods have to be used 
from equation (7). 

3.3.3. Random-start Deterministic ON-OFF Model 

This model works with constant OFF period duration 
1oFF and constant duration of ON bursts of length TOFF. 
The only random part in this model is that the arrival 
process begins with an ON burst with probability q and 
with an OFF period with probability (1—q). The values 
of N(t) and T(t) in this case are deterministic: 

N(t) = 
t  

~ and 
ION + IOFF 

T(t) = N(t)(lON + IOFF)• 

The distribution function of X[0, t] consists of three 
DOFF parts: it is N(t)iON with probability (1 q) LON+TOFF it 

is (N(t)+1)/ON with probability g1ON±7  and it is 

uniformly distributed in [N(t)1ON, (N(t)+1)ION] with 

probability  ION
1ON+ZOFF 

After some calculations the scaled cumulant 
generating function (3) can be determined: 

SCGF(s) = sION
ION + IOFF 

4. Conclusion 

A very basic component of a connection admission 
control algorithm is the quantification of the resource 
status of the network with the assumption that a new 
connection is already added to the system. This can be 
done, for instance, by estimating the amount of used 
outgoing link capacity. One possible approach is to 
measure the traffic to obtain this estimate, another is 
to set up a parameterised traffic model for the real 
system in order to calculate this estimate analytically. 
One of the main advantages of the measurement-
based approach is that it does not need preliminary 
information on the traffic. The analytical models, on 
the other hand, have the advantage of having closed-
form and thus easily applicable formulae. Therefore 
their application is usually less complex and less time 
consuming than their measurement-based counter-
parts. 

As most of the existing analytical results for the 
large deviation-based connection admission control 
methods work with the very unrealistic assumption of 
having unbounded traffic burst sizes, we attempted 
arrive at results for the case of policed sources. The 
closed-form bandwidth requirement estimators 
presented in the paper were derived from the results 
of the large buffer asymptotics. The estimator in each 
case is the equivalent capacity (the bandwidth 
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requirement) of the traffic and it can be calculated 
from the scaled cumulant generating function of the 
arrival process. A general probabilistic approachwas 
applied to some simple traffic models in order to arrive 
atan analytical expression for this scaled cumulant 
generating function. The idea turned out to work well 
for the simplest cases, as it led to some difficult 
problems yet to be solved for more complex, but still 
simple models. However, the general approach 
delivered a promising lower and upper bound for the 
scaled cumulant generating function. Future work will 
focus on expressing these bounds in closed form. 
Steps towards more complex models will be taken in 
the future in order to obtain the target model of the 
OFF period lengths having a general distribution and 
the ON burst lengths having a truncated (bounded) 
general distribution through the model of exponentially 
distributed OFF and exponentially distributed bounded 
(truncated) ON period lengths. 
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Seclutions, a Swiss information security software company, introduced a powerful and easy-to-deploy 
„application security gateway" that protects Internet-connected companies from damages that can occur 
from both application-level attacks and service outages. Companies are deploying an increasing number of 
business applications for the Web that were designed to handle business transactions, rather than security 
tasks. 

The security gateway, called Airlock 3.0 enables companies to provision secure, performance-optimized, 
and always-on Web services over any type of network. The core security functionality of its predecessor 
Airlock 2.0 by adding application load balancing and failover support, critical to ensuring applications are fully 
responsive even during difficult situations such as denial of service attacks, changing load requirements, and 
short application maintenance intervals. 

Airlock offloads user authentication and authorization enforcement from business applications and 
provisions user identities and their entitlements to any application on the backend. Doing so optimizes 
application performance, creates a single point of integration to authentication mechanisms, and reduces 
complexity of applications all of which translate into cost savings. 
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Invariant Associative Image Memory is an essential part of various multimedia, security and image processing systems. To create an Invariant 

Associative Image Memory two key problems have to be solved: selection of effective invariant features and effective coding of the original, 

reference images. The paper gives results of the development work related to design an Invariant Associative Image Memory based on the 

use of STIR (Scale, Translation and In-plane Rotation) invariant transform and MPEG4-like codec. The memory was implemented as a 

software package on a powerful PC and tested in various experiments with recognition a large set of human face photographs, which were 

arbitrary shifted, rotated, scaled, partly covered and corrupted by noise. 

1. Introduction 

Invariant Associative Image Memory is an essential 
part of various multimedia, security, and image 
processing systems [1,2]. Similar memories can be 
applied also in various image indexing systems [3]. 

To create an Invariant Associative Image Memory 
two key problems have to be solved: selection of 
effective invariant features and effective coding of the 
reference images. Effective coding of the original, 
images is important for the minimalising of the image 
memory capacity if there is a large number of image 
classes (which is a case at the most of practical 
applications). Selection of effective invariant features: 
or embedding invariant pattern recognition to the 
associative memory design is important for the 
obtaining desired invariance, robustness, immunity to 
presence of distortions, occlusions and noise in 
relation to the input images. One solution of this 
problem is the use of a class of transforms which are 
simultaneously invariant under shift, scaling and 
rotation, so called STIR (Scale, Translation and In-plane 
Rotation) invariant transforms [4]. The algorithms of 
these transforms are based on a general transfor-
mation where the kernel itself contains the function to 
be transformed. Thus the invariance is achieved by a 
kind of self mapping. Pre-processing of the centroid or 
co-ordinate transformation is not necessary, which 
simplified of possible electronics and optoelectronics 
hardware implementation. The second key problem of 
the invariant associative memory design was solved 
with application of a MPEG4-like codec [6,7,8] based on 
an intensively MESH-based scheme, already applied 
for low bit-rate multimedia communications [5]. 

On the base of STIR invariant transform and 
MPEG4-like codec a new Invariant Associative Image 
Memory was developed [5,6]. The paper gives the 

results of the development work related to design of 
this memory. The memory was implemented as a 
software package on a powerful PC and tested in 
various experiments with recognition a large set of 
human face photographs, which were arbitrary shifted, 
scaled, partly covered and corrupted by noise. The 
obtained experimental results are very satisfied and 
the memory can be easy implemented in hardware. 

2. Scale, translation and in-plane rotation 
(STIR) invariant transform 

The STIR invariant transform is based on a general 
transformation where the kernel itself contains the 
function to be transformed [4]. In this approach 
a function f(I(x,y)) of intensity I(x,y) is nonlinearly 
mapped into a function F(w) of a one- dimensional 
frequency space 

F(w) =jjf i (x)h[w;f2 (x)]dx 
~ 

(1) 

where x is a 2D vector and f i(x) and f 2(x) describe two 
functions of the 2D pattern f(x) where f (x) and f 2(x) are 
defined over the Q=(xlf,(x)>0 U f 2(x)>0] range and 
h[w;f2(x)] is a transform kernel. 

If the input signal is shifted and rotated simulta-
neously, the spectrum is obtained as follows: 

FT (w)= fjfi(x')h[w; f 2 (x')fdx' (2) 
sz 

where x'=(3(xo+T.x). Here x0 denotes a translation of 
the signal, T is a rotation matrix, and its determinant 
det(T)=1, and (3 is a positive number which describes 
possible scaling. The function f 1(x) and f 2(x) after 
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coordinate transformation are defined over a new 
range of Q'=(x']f1(x')>0 U f 2(x')>0). 

The transform can be represented in the old co-
ordinates using relations 

FT (w) = f j.fl (x')h[w; fi(x')]dx 
no

dx' (x')] FT(w)=JJfI(x')h[w;f2  
1 .det(T) 

O0  

FT(w) - 
R 

JJf fI(x)h[w;f2(x)]dx 
4 o

(3) 

If Q0~(QUQ') is chosen for all possible shifts x0, 
scaling factors (3, and rotation T, than 

FT(w) = R JJ f i(x)h[w;f2(x)]dx = f3 •F(w) 
~o

(4) 

If both spectra are normalised, for example, at w=0, 
the spectra of the original pattern and of its 
corresponding shifted and rotated pattern with 
different size are identical. This means that the 
transform displays shift, rotation, and scale invariance 
at the same time. 

3. Architecture of the invariant 
associative image memory 

On the base of STIR invariant transform and MPEG4-
like codec a new architecture of Image Associative 
Memory was developed (Fig.1). Digital input images 
after pre-processing (segmentation, filtering, etc.) [1,9] 
enter to the STIR Transform Processor where invariant 
transform coefficients (features) are computed. In the 
Learning Mode of the memory this features together 
with the MPEG4 coded Original Images (Reference 

Images) are feeded to the Feature and Image Memory. 
In the Recognition Mode the features of an unknown 
(corrupted) picture enter to the Classificator where the 
Image Class is determined. According to the 
determined Image Class, MPEG4 coded Reference 
Image is feeded to the MPEG4 Decoder and displayed 
at the output of the Invariant Associative Image 
Memory in the original input quality memorised during 
the Learning Mode. The memory was implemented as 
a software package (STIR-AIM) on a powerful PC and 
tested with recognition of a large set of human 
photographs [6,7,8]. In our experiments we used 
following parameters of the memory: 

g(x)E[0,1,2,...,255], g(x)=g(x,y) 

R=(w 1,w2) 
h[R;f2(x)]=exp[-iR.f2(g(x))] 
I(x)=g(x)/nE<0,1> 

f~(I(x))=1 for eachl(x)x0 and 

fr(I(x))=0 for eachl(x)=0 

fzX(I(x))=161(x)sin(147(x)) 

f2Y=LM7(1(x)) 

represents an image 
intensity, 

(5a) 

(5b) 

— function in x direction (5c) 

(5d) 

LM7(I(x))=4291(x)'-693 I(x)5+3151(x)3-351(x) 

— function in y direction,(6) 

where v=255 is the normalisation factor and where 
LM7(I(r)) is the modification of seventh-order Legendre 
polynomial. We choose to work with a real field by 
considering only the amplitude of the STIR transform: 

N-I M-1 

FT (wl ,w 2)= ~ ~f l (I(x,y))exp(- i~} 
y=0 x=0 

where 

~ =[16w1i(x,y)sin(14I(x,y))+w 2LM2 (I(x,y))] 

Figure 1. Block scheme of the Invariant Associative Image Memory 

(7) 

(8) 
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Figure 2. Part of testing sets of human face photographs 

In STIR-AIM programme package a fast algorithm 
using Look-up tables (LUT) was used. Therefore, the 
computation speed of the memory in the Recognition 
Mode is for typical PC application (clock 1.2 GHz) at 
the level of 0.37s per human face photograph. 

4. Experiments and Results 

To check the robustness of the developed Invariant 
Associative Image Memory and identify its breaking 
points several systematic experiments were performed: 
1. Recognition of shifted, scaled and rotated 

photographs: A database (Fig.2) consisting of 150 
human face photographs was choosed and 
converted to digital images each of 256x256 pixels 
and 8 bit dynamic range. Each image in the 
database was made the subject of a query after 
being shifted, scaled and rotated in some random 
way (Fig.3). We use the following simple similarity 
measure to identify the output of memory. The 
absolute differences between the scaled STIR 
features of the query and each of the entries of the 
database were ranked, and the average of the 

smallest two thirds of then was calculated as the 
similarity measure. Total number of tested 
photographs was up to 1000. The proposed 
memory is capable of identifying a large set of 
shifted, rotated and highly scaled (up to 0.4) input 
human face photographs with practically 100% 
recognition efficiency. 

2. The proposed Invariant Associative Image Memory 
gives good results for recognition photographs 
corrupted with noise. The breaking point is for 
Gaussian noise (zero mean, standard deviation 
50-60) when the recognition efficiency decrease 
from original 100% to 96-91 %. 

3. Very good results was also received with 
recognition of partly covered photographs. The 
100% recognition efficiency was achieved even if 
the 12% of the photograph area was covered by 
black signal. 

5. Conclusion 

On the base of STIR invariant transform and MPEG4 
codec a new architecture of Invariant Image 
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Figure 3. Part attesting sets of shifted, rotated and scaled photographs 

Associative Memory was developed. The memory 
was implemented as a software package (STIR-AIM) 
on a powerful PC and tested with recognition of 
human face photographs. Results of our experiments 
show, that the proposed memory is capable of 
identifying a large set of arbitrary shifted, rotated and 
highly scaled input photographs (and partly covered 
photographs), even if they are corrupted by noise. 
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An important problem in color image sequence filtering is how to near the optimal filtering situation, so that the desired features including spatial 

frequencies, temporal changes and color chromaticity are invariant to the filtering operation and noise would be affected, only If the noise 
corruption is caused by the impulse noise or bit errors often occurring in digital transmission, on the ground of the noise and the image sequence 

nonlinearity, a superposition property satisfying linear filters should not exhibit sufficient performance. In order to preserve all desired features 

related to color image sequences and suppress the impulse noise, simultaneously, a nonlinear class of vector order-statistic filters based on 
minimisation of distance function of multichannel samples is used. Since basic vector directional filter (BVDF) preserving the color chromaticity 
represents filtering approaches with the fixed smoothing function, it introduces an estimation error, visual degradation of useful information, in the 
form of a blurring caused by a filtering of noise-free samples. For that reason, it is desired to filter the noisy samples, only. 

This paper focuses on a new three-dimensional vector filtering approach based on a simple comparison between the angle threshold and the 
operation value depends on neighbourhoods. As the proposed operation value serves an angle between the central sample and the mean of 
several directional order-statistics with the smallest angle distances to input samples. Note is that the computation of angle distances between 

input samples is necessary in BVDF filter structure, too. If the filter operation value is greater than or equal to the angle threshold, the central 

sample of a filter window is corrupted and it will be estimated by BVDF If the sample is noise-free, the proposed method will perform an 

identity operation, i.e. the central sample is passed to a filter output without change. In comparison with BVDF, the proposed method is 

characterised by significant improvement, especially in the term of mean absolute error criteria that is a mirror of the signal-details preservation. 

Keywords: color image sequences, impulse noise, directional order-statistics, adaptive filter 

1. Introduction 

Modern communication and multimedia system such 
as videoconferencing, videophoning, digital television, 
Internet and etc. incorporate the recent advances in 
the field of hardware, software, telecommunications, 
digital signal and image processing, graphics and 
computer vision to an integrated system and extend 
the possibilities of conventional communications. In 
order to provide the high quality of multimedia signals 
[7], [91, [10], [12] represented by a set of visual 
information, audio information and data, there is 
necessary to ensure the correct processing of useful 
information in all multimedia components and 
determine the accurate relationships among them. 

In the case of visual information often expressed in 
the form of motion color video [16], [25] the visual 
quality of processed image signals often depends on 
the performance of preprocessing methods such as 
linear and nonlinear adaptive filters for signal 
denoising. If the noise corruption has an impulse 
character, e.g. the impulse noise, bit errors, especially 
introduced during the signal scanning and the 
transmission over the information channel (defiance 
the robust prediction algorithms for transmission 

error), the best performance will be provided by 
nonlinear filters based on order-statistics. 

According to a high dimensionality of color image 
sequences [16], [25] that are three-dimensional (3-D) 
image signals or time sequences of two-dimensional 
color (mutichannel) images, besides the spatial 
frequencies in the frames, it is necessary to consider 
the temporal correlation of an image sequence and 
the correlation between the color channels, too. For 
that reason, the filtering of color image sequences still 
represents a very important and interesting problem. 
In addition, the mathematical attraction of the color 
image sequences filtering lies in the vector 
processing of 3-D image data that takes advantages 
against scalar methods, since it utilises the inherent 
correlation that exists between color channels. Thus, 
the vector approaches produce an output image 
friendly for human visual system that is sensitive to 
color distortion, i.e. color artefacts or atypical image 
points. According to the fact that each multichannel 
sample represents a vector determined by its 
magnitude and direction in the vector space, in 
general, vector filters can be separated into two 
classes, namely vector-median based filters and 
vector directional filters. 

30   HÍRADÁSTECHNIKA/LVII. VOLUME 2002/12 



  Application of directional order-statistics in new denoising approach for noisy color sequences 

In the term of signal dimensionality and considered 
correlation present in the input set, the filtering for 
image sequences can be divided into three classes 
[2],[11],[14] such as temporal filters, spatial filters and 
spatiotemporal filters. The class of temporal filters 
(Figure 1a) is referred to temporal correlation of 
frames. One-dimensional filters remove noise without 
impairing the spatial resolution in stationary areas. In 
order to improve a filter performance, the temporal 
filtering is usually connected with motion 
compensation [11 ] so as to filter objects along their 
motion trajectory. However, this way is very 
computationally complex, and because of spatial 
warping and scene changes, the motion compensation 
[2] often does not work well. In general, spatial (2-D) 
filters represent the most frequently used filtering 
techniques in the image processing. Since these filters 
process the each frame independently (Figure 1b), 
spatial filters can be designed to give good filtering 
results in frames, however, respecting no motion 
trajectory results in a motion blurring. Three-
dimensional filters (Figure 1 c) utilise both temporal 
correlation and spatial correlation present in image 
sequences. For that reason, the spatiotemporal filters 
represent a natural filter class for noisy image 
sequences, where it is possible to observe the 
significant reduction of the spatial and motion blurring, 
in the dependence on filtering methods. 

Figure 1. Filtering methods for the image sequences divided 
according to a dimensionality of the input set. 
(a) Temporal (1-D) filters 

Ibl Spatial (2-D) filters 
(cl Spatiotemporal (3-D) filters 

This paper focuses on the non-motion-compen-
sated directional processing of color image sequences 
corrupted by the impulse noise, i.e. a distance function 
of vector filters is based on the directions between the 
vectors spanned by a cube filter window (three 3x3 
windows applied to past, actual and future frame on 
each spatial position). The novelty of the proposed 
method lies in the utilising of a number of the smallest 
directional-ordered input vector samples for the 
determination of the operation value used in the 
switching between the basic vector directional filter 
(BVDF) and the identity filter. An adaptive alternation 

between identity filter and BVDF is controlled by 
comparison of the operation value (given by the angle 
between the central sample of the input set and the 
mean of the several smallest directional order-
statistics) and the threshold angle. If the operation 
(detector) value is greater than or equal to the 
threshold angle, it is the case of a noisy sample, since 
the central sample is very different from the 'smallest' 
vector directional order-statistics that are noise-free 
samples with a high probability. If the operation value 
is smaller than the threshold angle, the proposed 
method is equivalent to identity filter. 

This paper is organised as follows. In the next 
section, the mathematical models of the impulse 
noise and bit errors are provided. Mathematical 
preliminaries related to directional processing are 
presented in Section 3. Section 4 focuses on a design 
of a new method. Objective criteria including well-
known mean absolute error, mean square error and 
color difference criterion for the color chromaticity 
preservation and cross-correlation for the motion 
preservation and the experimental results including a 
number of figures and tables are presented in Section 
5 and Section 6, separately. Finally, the properties of 
the proposed method are concluded in conclusion, 
where the possibilities of the future research on the 
field of color image filtering are suggested. 

2. Impulse noise 

In general, mathematical model of the impulse noise 
for the color images can be expressed as [17] 

(v with probability p 
x+.1.r o ~~ with probability 1-p (1) 

where i, j characterise sample position, t is frame 
index, o;jr is the sample from the original image, 
x  represents the sample from the noisy image, p is 
a corruption probability and v=(vR,v G,vB) is a noise 
vector of intensity random values. Since, single 
components of v are generated independently (Figures 
3e,f), the gray impulse (vR-UG=UB) can occur in the 
special case, only. 

The second model of the impulse noise corruption 
can be expressed through the model of bit errors [3] 

*km j 
+.Í.t 

km; 
m 1— k , 

1—p 

p 12) 

where i, j and t characterise spatial position and time 
position, m is index of bit level forced to be between 1 
and B, B is a number of bits per sample, p is a bit error 
probability and finally [k} and [*k} characterise original 
and corrupted bit level. Note that original sample is 
expressed as 

o. .=k'.2' '+k~-2B-g +...+k''2+k+.J'. 
4J +.J +.1 +•J (3) 
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whereas a sample from noisy image is defined by 

xi =*k;i 2B-'+*k 22B-2+...+*ke i 2+*ke 
(4) 

To suppress the impulse noise, usually the robust 
order-statistics theory [3], [15], [18], [221 is used. In the 
case of vector-valued signals, observed samples are 
ordered according to the distance function, where 
both magnitude [4], [17] and direction [8], [19], [231, 
[24] of multichannel samples can be considered. If the 
vectors' direction in the vector space between the 
input samples serves as ordering criteria then it is the 
case of directional processing. The second ordering 
criteria is based on the distance in the vector space 
between the input samples, the typical represen-
tatives are vector median-based filters [4], [13], [20]. In 
general, vectors' magnitude takes a measure of their 
brightness, whereas the direction of vector samples 
wreaks their chromaticity [19], [23]. 

3. Vector angle-based filters 

Let y(x):Z' —~ Z"' represent a multichannel image, 
where l is an image dimension and m represents 
a number of channels. If m≥2, then it is the case of 
m-channel image processing. In the case of standard 
color images 1=2 and m = 2. Let W= { x; E Z'; i=1,2,...,N[ 
represent a filter window of a finite size N, where 
x,,x2,...,XN, is a set of noised samples. Note, that the 
position of the filter window is determined by the 
central sample x(N+i)n. Each input vector x; is associated 
with the angle distance a; that is defined by [19], [20] 

N 

a =XA(x;,xÍ) for i=1,2,...N (5) 
Í=~ 

where 

A(x , xÍ) = cos 
Ix;I.IxiI 

represents the angle between two m-dimensional 
vectors x;= (x;t ,x~2....,x;m) and xi = (xil,xi2,...,xim). If angle 
distances (5) serve as an ordering criterion, i.e. 

(6) 

a(1) ≤a(2) ≤... ≤a(~ ) ≤... ≤a(N) (7) 

then it means that the same ordering is implied to 
input set which results in ordered input sequence 

x(' ) ≤ ... ≤ x(") (8) 

If a filter output is given by the sample from the 
input set that minimises the sum of angles with other 
vectors, then filter performs BVDF filtering operation, 
i.e. [23],[24] 

YacDF = x(') (9) 

where sample x' is associated with minimal angle 
distance

In the case, where a filter output can be expressed 
as the set of the first r terms of (8) with simultaneous 
valid (7), the filter is called general vector directional 
filter (GVDF). Mathematically, GVDF output is defined 
by [231, [24] 

_ 1 2 N 
YGDVF - X ,X ,..., X } (10) 

GVDF output the set of r vectors whose angle 
a; (for i=1,2,...,N) from all other vectors is small. 
Usually, the output set of GVDF is used in the second 
level as an input for additional filter [20], e.g. a-trimmed 
average filter, multistage median filter and some 
morphological filters, where samples x"',x°',...,x''' will 
be processed according to their magnitude, since 
these vectors have approximately equal direction in a 
vector space. Simply, GVDF produces a set of vectors 
with similar directions in color space, and thus 
samples with atypical directions are eliminated. It 
follows that GVDF differentiate the processing of 
color vector on directional processing and magnitude 
processing. 

4. The proposed method 

Now, the basic theory related to the impulse detection 
(see Figure 2) is provided. In general, the decision rule 
of the impulse detector is given by [1], [5], [61, [13] 

IF Val≥Tol THEN x(N+1»2 is imulse 

x(N+i)o is noise-free (11) 

where Val characterises a detector operation based on 
a simple mathematical relationship between the 
central sample and neighbouring samples and Tol is an 
adaptive or a fixed threshold. 

In the case of Val≥Tol, i.e. if the operation value Val 
is greater than or equal to the threshold value Tol, then 
the central input sample x(N+I)r is corrupted and 
processed by a smoothing filter, consecutively. If 
Val<Tol, the central sample x(N+,)2 is noise free. Then, 
it is retained without change and thus, a blurring 
introduced by a filter influence is reduced. 

Figure 2. The proposed vector directional method 
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Now, the proposed method is presented. In order to 
obtain information about an impulse occurrence, the 
following steps should be performed. According to 
(11), each input vector sample x, i=1,2,...,N, is 
associated with the angle distance a. In the next step, 
there is necessary to sort the set a,,a2,...,a N, resulting 
in (6). Then, the same ordering is applied to input set 

Likewise the definition of GVDF (10), let x ,xr',...,x
be a set of the r smallest vector directional order 
statistics (8), i.e. the input samples with similar 
directions in color space. Note that r is forced by 
1≥r≥N. Then, the decision rule of the vector impulse 
detector can be expressed by 

IF A(z(r),x(N+,)rz)≥Tol THEN X(NI )/2 is corrupted 

x(N+I)/2 is noise-free (1 2) 

where Tol is threshold angle and A(z(r),x(N+1)r2) 
characterises the angle between the central sample 
and the mean x(N+,)n given by 

R\r/- 
l~Xi 

l 1 (13) 

In the case of the noise detection, i.e. if the angle 
between x(r) and x(N+Ui2 is greater than or equal to the 
threshold angle Tol, the noisy central sample is 
replaced with the sample x' , i.e. with the BVDF 
output. On the other hand, if the mean z(r) and the 
central sample x(N+,)/2 have similar direction in the 
vector space, then the central sample wil l be probably 
noise-free and thus, it will be passed to the resulting 
image without change and no additional processing 
will be performed. 

The proposed method includes both identity 
operation with no smoothing and BVDF with 
maximum amount of smoothing (according to 
directional processing) and it reduces blurring that 
should be introduced by BVDF. Switching control 
between the identity filter and the BVDF is performed 
in the dependence on the threshold angle Tol and 
parameter , corresponding to a number of the 
considered smallest vector directional order-statistics. 

5. Objective criteria 

As a measure of the noise corruption and the filter 
performance, too, four objective criteria, namely mean 
absolute error (MAE), mean square error (MSE), cross 
correlation (AR) and color difference (CD), are used. In 
general, MAE is a mirror of the signal-details preser-
vation, MSE evaluates the noise suppression well, AR 
expresses the preservation of the motion trajectory in 
the image sequence and CD is a measure of the color 
chromaticity preservation. Thus, the quality of the 
processed image sequences is quantified with a high 
accuracy related to the signal dimensionality. 

Mathematically, the 2-D definitions of MAE and 
MSE for monochromatic images are given by [14] 

MAE= 

1 NM 

MSE = 
NM i=1

b,., - x,.i I (14) 

(15) 

where 1o [ is the original image, (x11) is the filtered 
(noisy) image, i,j are indices of sample position and 
characterise an image size. Note is that in the case of 
color image sequence, MAE and MSE criteria are 
understood as a mean over color channels and all 
frames. 

The motion trajectory preservation criteria is derived 
from the cross correlation coefficient [14] given by 

R= 
NM 

1 N M 
+~ — EE,+1

x;.ixt,i 
r=1 i=1 

t t+1 
00 

(16) 

where E` is the mean value and 6` is the standard 
deviation of the t th frame and E`+' is the mean value 
and ar+1 is the standard deviation of the (t+1) th frame. 
Then, it is necessary to apply (16) on the original 
sequence, too. The best motion preservation is 
achieved by the smallest absolute difference of the 
mean cross correlation coefficients between the 
original noise-free sequence and the filtered 
sequence. 

Finally, the color distortion or the color chromaticity 
preservation is evaluated by CD that requires 
transformation from RGB to Luv color space [21]. For 
the color image, the CD is expressed as 

AEL,,,, =](4L)Z+ (Au 
)2

+(Av) 2 (17) 

where AL, Au and Av represent the difference between 
original and noisy images in L, a and v color channels. 
The overall value of CD is a mean value over all 
frames. 

6. Experimental results 

The test sequence "Grandmom" (Figure 3a) consists 
of 99 frames with a resolution of samples and a 8 bit 
per sample representation for each color channel. In 
Figure 3a and Figure 3b are showed 5th and 95th 
frames of the test sequence. The second sequence 
called "Osu-1 " (Figures 3c,d) is characterised by high 
motion. For that reason, it will be very interesting to 
observe the filter behaviour in these complex 
conditions. The resolution and number of frames 
related to sequence "Osu-1 " is identical with 
sequence "Grandmom". 
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Table 1. 

Method 
identity 
BVDF 
the proposed method (r =7, Tol=0.09) 
the proposed method (r=10, Tol=0.09) 
the proposed method (r=15, Tol=0.09) 

MAE MSE CD OR 
4.150 529.2 21.061 0.281 
4.173 55.5 30.517 0.008 
1.163 40.2 12.787 0.142 
1.112 39.7 12.631 0.137 
1.172 40.0 12.792 0.145 

Performance on sequence Grandmom corrupted by the impulse noise p = 0.05 

Figure 3. Test color image sequence. a) Original 5th frame of sequence "Grandmom" b) Original 95th frame of sequence "Grandmom" 

c) Original 5th frame of sequence "Osu-1 " d) Original 95th frame of sequence "Osu1 " e) 5th frame corrupted by the impulse 

noise (p=0.05) f) 5th frame corrupted by the impulse noise (p=0.1) 

Now, the performance of the proposed method is 
compared (Figure 4, Table 1 and Table 2) with the 
performance of BVDF [20(j25]. From these results it 
can be seen that the proposed method produces the 
output with spatial signal-details more close to desired 
image than BVDF. The above-mentioned capability is 
expressed through MAE criteria that is a mirror of the 
signal-details preservation, where the achieved 
improvement is equal to 60%, approximately. 
However, the results corresponding to MSE criteria 
are not so good. In the case of error criteria CD, the 
improvement of the proposed method in comparison 
with BVDF is equal to 60% again. If the motion 
preservation capability of used vector filters is 
compared, the proposed method produces worse 

Table 2. 

results than BVDF. From these results and output 
video sequences, too, it can be seen that the proposed 
method preserves the signal-details and the color 
chromaticity, excellently. This preservation capability is 
supported by the filtering of probably corrupted 
samples, only, and thus the estimation error depends 
on the detection accuracy. Some false detection of 
noise-free samples tends to preserve impulses in the 
output image. The mentioned drawback is caused by 
the fixed determined optimal parameter r and the 
angle threshold Tol. For that reason, the additional 
improvement and better MSE and OR related to the 
performance of the proposed method should be 
achieved by fully adaptive control of the threshold 
parameter Tol. 

Method 
identity 
BVDF 
the proposed method (r =7, Tol=0.09) 
the proposed method (r=10, Tol=0.09) 
the proposed method (r=15, Tol=0.09) 

MAE MSE CD OR 
8.133 1043.6 40.896 0.447 
4.280 62.7 31.039 0.010 
1.376 43.7 13.326 0.016 
1.321 43.2 13.211 0.014 
1.357 44.1 13.455 0.015 

Performance on sequence Grandmom corrupted by the impulse noise p = 0.1 
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Figure 4. Filtered 5th frame corrupted by impulse noise 

a) Output of 3-D vector median. b) Output of 3-D BVDF c) Output of the proposed method (r=7, Tol=0.09) d) Output of the 
proposed method (r=10, Tol=0.05) 

Table 3. 

Table 4. 

Method 
identity 
BVDF 
the proposed method (r =7, Tot=0.09) 
the proposed method (r=10, ToI=0.09) 
the proposed method (r=15, Tot=0.09) 

MAE MSE CD AR 
3.808 443.5 15.843 0.161 
8.722 442.6 14.328 0.050 
1.068 87.3 1.587 0.020 
1.081 88.2 1.607 0.020 
1.078 87.8 1.615 0.020 

Performance on sequence Osu-1 corrupted by the impulse noise p = 0.05 

Method MAE MSE CD AR 
identity 
BVDF 
the proposed method (r =7, Tol=0.09) 
the proposed method (r=10, Tol=0.09) 
the proposed method (r=15, Tol=0.09) 

7.341 
8.789 
1.629 
1.641 
1.642 

Performance on sequence Osu-1 corrupted by the impulse noise p = 0.10 

7. Conclusion 

The new three-dimensional adaptive vector directional 
filter based on the adaptive alternation between the 
basic vector directional filter and the identity filter has 
been provided as the improvement of well-known basic 
vector directional filter. The proposed method has been 
designed especially for the impulse noise suppression 
in color image sequences.. As the decision rule dividing 
the sample into noise-free samples and corrupted 
samples have served the comparison of the threshold 
angle and the angle between the central sample and 
the mean of the smallest vector directional order-
statistics. The experimental results showed the 

853.3 30.535 0.267 
450.4 14.443 0.050 
126.3 2.362 0.027 
127.1 2.384 0.027 
127.1 2.386 0.027 

excellent signal-details and color chromaticity 
preservation of the proposed method. According to the 
character of decision rule, the future research tasks are 
related to the searching for the adaptive control of the 
threshold angle. 
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I ei 
To maximize revenue and avoid losing call records is vital for each GSM operator. Due to the growing 

number of subscribers, services, roaming partners and the frequently changed tariffs and services make the 
billing process extremely complex. 

To keep the billing process under full control and reduce the number of uncharged calls as low as possible 
in this rapidly changing environment without an effective tool is almost impossible. 

By utilizing CeDaR GSM operators can have a powerful application in their hands for checking and 
analyzing the errors in the billing process and recognize malfunctions in time. 

Comcast has officially swalowed AT&T Broadband, forming a new cable behemoth with about 22 million 
subscribers in 41 states, including 6.3 million digital cable customers, 3.3 million high-speed data subscriber 
and 1.3 million mostly AT&T-based telephony users. 
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We present a new method that uses formal specification as a starting point for automatic test generation for telecommunications software, 

typically protocols. In the recent paper we utilize the specification to generate test suites automatically, by the help of mutation analysis. 

Mutants of a specification are used as selection criteria to pick out adequate test cases. We developed a software tool based on the 

presented method to ease the process of test case generation. 

1. Introduction 

One of the most important criteria that apply to 
telecommunications software is compatibility with 
systems from different vendors. This is usually 
achieved by the means of standardization. These 
standards or recommendations define the specifi-
cations of systems. Manufacturers of the actual 
products ensure compatibility by applying these 
specifications. At the end of the development process, 
the final and most important step is to test the actual 
products to guarantee that they work as required by 
the specification. This is called conformance testing, 
which provides the means to ensure that systems 
from different companies are compatible, and are able 
to interoperate correctly according to the standard. 

There is a problem in the telecommunication 
system to make software that operates quick and 
reliably. The test process is very time consuming and 
requires the manual effort of many well-trained 
developers. Therefore, its automation is an important 
challenge. In this paper we present a possible solution 
for this problem. 

2. Formal description of protocols 

Communication protocols are the rules that govern the 
communication between the different components 
within a distributed computer system. 

Protocol engineering consists of several steps. The 
most importants are: 
• design, specification 
• validation 
• implementation — making software/hardware product 
• checking for errors in the implementation (confor-

mance and co-operation examination etc.) 

Protocols must be described for many purposes. 
Early descriptions provide a reference for co-operation 
among designers of different parts of a protocol 
system. The design must be checked for logical 
correctness. The protocol must be implemented, and 
if the protocol is in wide use, many different 
implementations may have to be checked for 
compliance with a standard. Although informal parts 
(narrative descriptions and informal walkthroughs) are 
invaluable elements of this process, experience has 
shown that by themselves they are not sufficient for 
descriptions purposes. 

The informal techniques traditionally used to design 
and implement communication protocols have been 
largely successful, but have also yielded a disturbing 
number of errors or unexcepted and undesirable 
behavior in most protocols. The use of a specification 
written in natural language gives the illusion of being 
easily understood, but leads to lengthy and informal 
specifications which often contain ambiguities and are 
difficult to check for completeness and correctness. 

Many different formal description techniques have 
been proposed for the protocol engineering cycle, 
including finite state machines (FSM), Petri nets, 
formal grammars, high-level programming languages, 
process algebras, abstract data types, and temporal 
logic. Formal description techniques ensure that the 
specifications are unambiguous and that they can be 
processed automatically. 

On the standardization for OSI (Open Systems 
Interconnection), special working groups on "Formal 
Description Techniques" (FDT) were established within 
ISO (International Organization for Standardization) and 
CCITT (Comité Consultatif International Téléphonique 
et Télégraphique) in the early eighties with the purpose 
of studying the possibility of using formal specification 
for the definition of the OSI protocols and services. 
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Their work led to the proposal of three languages, 
Estelle, LOTOS (Language Of Temporal Ordering 
Specification), and SDL. 

SDL (Specification and Description Language) is 
basically a description language, it cannot be used for 
implementing an application. In SDL, behavior and 
composition of the functional modules of a system can 
be represented on arbitrary abstraction level. Typically 
complex, event-driven, real-time communicating 
systems can be effectively described in SDL. 

The most important property of SDL is that it 
describes the dynamic behavior of a system as a 
CEFSM. Communication (between processes or 
processes-environment) is represented via signals that 
travel on certain predefined FIFO (First in First out) 
channels and signal routes. These channels are 
located between processes or between processes 
and the environment of the system model. 

In SDL state machines determine the system 
behavior. Formally the behavior of a state machine can 
be described by state graphs. SDL also provides the 
possibility to describe a system in a hierarchical way. 
We can distinguish system, block and process levels. 

MSC (Message Sequence Chart) is recommending, 
by the ITU-T recommended 7.120 [6] to provide a trace 
language for the specification and description of the 
communication behavior of system components and 
their environment by means of message interchange. 
Thereby MSCs may be used for requirement 
specification, interface specification, simulation and 
validation, test case specification and documentation 
of real-time systems. Since in MSCs the communi-
cation behavior is presented in a very intuitive and 
transparent manner, particularly in the graphical 
representation, the MSC-language is easy to learn, use 
and interpret. 

3. Test selection method based on formal 
description 

The method, we present in this paper, creates optimal 
test suites using a formal specification and a finite 
size, unstructured and highly redundant test set by the 
help of mutation analysis. Firstly this method 
estimates the mutant detection ability of every test 
case. After that an optimization process — based on the 
previously earned results — ensures that only adequate 
test cases will be selected, and thus, a more effective 
test set is produced. 

A mutation analysis system defines a set of 
mutation operators [11], where each operator 
represents a type of atomic syntactic change. Using 
these operators is practical for two reasons. On the 
one hand, they enable the formal description of fault 
types. On the other hand, operators make automated 
mutant generation possible. By applying the operators 

systematically to the specification, a set of mutants 
can be generated. A mutation analysis system 
consists of three components (Figure 1): 
• Original system. 
• Mutant system — it is a small syntactic variation of 

the original. Mutants can be created by applying 
mutation operators, where each operator 
represents a small syntactic change. 

• An oracle — a person or in most cases a program to 
distinguish the original from the mutant by their 
interaction with the environment. 

Original 
specification 

Mutation 
operator 

i 

Mutant 
specification 

equivalent 
or 

different 

Figure 1. Components of a mutation analysis system 

The test selection method needs a formal 
specification and an unstructured and highly redundant 
test set as a starting point. We only stimulate the 
system using inputs from the environment, and only 
check the outputs to the environment for inconsistency. 
Figure 2 shows the test selection process consisting of 
the following steps: 

Test selection algorithm: 
1. Apply a mutation operator to the specification, that 

is, create a mutant. 
2. Run the test set on the mutant specification and 

check for inconsistency. If differences can be found 
between the responses of the original and the 
mutant systems, then the actual test case kills that 
mutant. 

3. Repeat steps 1-2 until all possible mutants, and 
corresponding test cases are generated. 

4. Select an optimal test suite from the original set, 
using a linear programming method 

5. As a result we get a set of test cases. 

We store the mutant detection ability of the test 
cases in a matrix. If a test case detects a mutation, the 
corresponding element of the matrix is marked true. 
This matrix describes for each test case the mutations 
the given test case is able to detect. When only one 
test case kills a mutant then we call that test case 
critical and we select it into the optimized test suite. 
There are some simplifications to reduce the matrix of 
criteria (see Figure 3). On the one hand, if there is 
a row with only false elements representing that the 
corresponding (MSC) test case did not find any of the 
mutants, the row can be omitted. On the other hand, 
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Figure 2. Structure of the automatic test selection system 

if there is a column with only false elements, it 
represents either that the given mutant is an 
equivalent, or that there was no (MSC) test case in the 
original set that could find the difference. 

Mutants 

~ a~ ~ 
c~ 

1 
1 

0 
1 

0 
1 

1 
1 

0 
0 f---- Critical test case 

U 0 0 1 0 0 
-.. ~ a~ 
E~ 

1 
0_ 

0 
0 

1 
0 

1 
0 

0 
0 4 Bad test case 

Equivalent 

Figure 3. Matrix of criteria 

4. Structure of the tool 

We developed a Java software based on the 
previously presented method. As formal description 
language we used SDL. For test case representation 
we applied the MSC language. 

The first step of the test selection method is to 
create a large number of test cases using the Test 
case generator component. After that we create 
mutants from the original specification. In our 
implementation this task is performed by the mutant 
generator component (Figure 4). This module applies 
mutant operators to a formal specification thus it 
creates mutant specifications. 

The next step involves executing all MSC test cases 
on the mutant system. To fulfil this task we need a 
component which is able to create executable code 
from a formal specification. In our case this challenge 
is solved by the SDL—>Java compiler. This module 

Figure 4. Implementation of the test selection algorithm 
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creates Java implementations that operate as it's 
described in the given SDL specification. 

We have to compile the generated source code to 
its binary form because the test environment needs 
executable implementations to run test cases against 
them. The test environment creates the matrix 
containing the test results. These results are 
processed by an optimization module which picks out 
the adequate test cases and forms an optimal test 
suite. 

The Mutant generator component implements the 
first step of the method — it makes mutants from SDL 
specifications. Before implementing the mutant 
generator, we have to define the mutant operators and 
we have to set a couple of principles: 
• Mutation operators should model atomic faults. 
• Only first-order mutants should be created. 
• Only syntactically correct mutants should be 

generated. 
• To be able to create test cases, only semantically 

correct mutants should be generated. 
• Operators should create finite — and as small as 

possible — number of mutant specifications. 

Why are the first two principles necessary? The 
reason is if test sets detecting changes to the original 
system created by a simple error would also detect 
complex changes created by applying a sequence of 
simple mutations. That's why we only apply first-order 
faults — i.e. we apply exactly one mutation at a time. To 
select conformance test cases, it is essential to 
generate syntactically correct mutants. Syntactic 
correctness is necessary to be able to execute the 
mutant system. 

We defined the mutation operators — regarding the 
principles mentioned above - in order that all sorts of 
errors appear in the system. We defined six classes of 
mutation operators for CEFSM descriptions according 
to which part of the state machine they are applied to. 
In Table 1. we can see examples of the operation of 
different mutant operators. 

Operators Original Mutant 

State NEXTSTATE wait; NEXTSTATE connected; 

Input INPUT ICONreq; INPUT IDISreq; 

Output OUTPUT CC; OUTPUT DT (number, d); 

Action Counter:=1; /* Missing */ 

Decision DECISION sdu!id = CC; DECISION NOT(sdu!id=CC); 

Save SAVE IDATreq(d); /* Missing */ 

Table 1. SDL mutation operators 

Some operators simply delete one element of the 
specification (for example the action modification 
operator), others exchange an element with another. 

Since mutant generator produces syntactically 
correct mutant specifications from an SDL specification 

with applying a few small syntactic changes, it can be 
considered as a compiler. This is the reason why we 
can use parser generator tools to implement the 
mutant generator. 

The SDL—Java compiler component is necessary 
to implement the test selection algorithm, because 
the mutants must be runnable in order we can execute 
MSC test cases on them and analyse the results. 
Accordingly our system consists of two main 
components. (Figure 5.) One of these is a compiler 
which can produce executable software from an 
SDL/PR specification. The other is a test environment 
that — according to the given MSC — sends signals to 
the simulated system and processes the answers 
arriving in return. 

~ ~ ~ 
~ C.? 
—. ~ a~ 
E~ 

Mutants 

1 0 0 1 0 
1 1 1 1 0( Critical test case 
0 0 1 0 0 
1 0 1 1 0 
o o 0 0 0( Bad test case 

Equivalent 

Figure 5. The role of the SDL~Java compiler 

Requirement specification of the SDL—Java compiler 
The compiler has to operate automatically. It has to 

produce the code of the simulated system without 
human intervention. For this reason we have to 
constrain the possibilities granted by the SDL 
language. The first restriction is that the compiling of 
finite state machine specifications is enough. 
Considering other - only rarely used - extensions is not 
necessary. 

The generated Java software must be able to co-
operate with the test environment. A bidirectional 
communication channel for the messages and a 
control channel for starting and stopping the given 
system is needed between the two components. 

Connection between the test environment and the 
mutant implementation 

To solve the problem of co-operation, we created an 
interface which can be used to send signals to the 
examined system and to get the answers. We have also 
made available the most important control functions in 
this interface. From many different layout we have 
chosen the one where the puffers of the channels are 
established in the implementation generated by the 
compiler, because we have found it simple but 
effective. The composition can be seen on Figure 6. 
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interface 
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Figure 6. Co-operation between the test environment and the mutant implementation 

An other fundamental point of the communication is 
that both sides have to understand the sent 
messages. In SDL the signals are defined with their 
names and the types of their parameters. Accordingly 
we created a universal Java class that can implement 
every kind of signals. 

The implementation of the SDL—Java compiler 
Before implementing the compiler it's practical to 

assign a Java code pattern for every SDL syntactic 
element. These patterns implement the functionality 
of the given elements. After developing the mappings 
between the source (SDL) and destination (Java) 
languages we can build the code generator part of the 
compiler on this basis. 

We relied on the [4, 5] sources during the 
elaboration of the SDL—Java transformations, but we 
had to modify a few suggested patterns because of 
the requirements. For example in the context of our 
tool, timers don't need to be implemented. Timing 
events are controlled from the environment. This 
helps on executing a large number of MSC test cases 
in a shorter time, therefore we can save time. 

The SDL components (signals, processes, channels, 
blocks etc.) are object-based, hence it's worth 
assigning a Java class to each. These classes must 
contain the characteristic properties and functions of 
the corresponding SDL component. We set up a library 
from these classes to reduce the complexity of the 
source code and to increase the reliability with code 
reuse. 

The MSC parser, test execution component is the 
core of the tool. The inputs of this component are the 
program codes generated before and MSC test cases 
given in textual form. This component outputs a 

boolean matrix, which is the input of the last 
component, the optimizer. The final output of the tool 
the names of the MSC test cases found adequate. 

The structure of the MSC is sequential, there are no 
conditions so we can parse the input files dynamically. 
After parsing an MSC line we make a decision about 
continuing the processing, because when inproper 
answer arrives we don't need to execute the 
remaining part of the test case. Consequently we can 
use the same parser with various MSC test cases, 
what makes it possible to test the system with 
different test cases at the same time. 

After parsing a line on the basis of the parse 
information we either send a signal to the mutant 
system or wait for an incoming signal which we 
compare with the signal we created during the 
parsing. 

Besides the ordinary signal we can send a special 
signal. This signal is created when a timer expires 
(timeout keyword in the MSC). To be able to test timer 
transitions, timeout events are made controllable from 
the environment. That is, whenever a test case 
reaches a timeout (for example timeout T3; in an MSC 
test case), a corresponding input is sent directly to the 
owner machine of the timer from the environment, 
and after its consumption the corresponding timer 
transition is executed. The timer signal is a message 
with a name and without any parameters; the exact 
handling of this message is the task of the tested 
system. We can save a lot of time from the test 
execution with the test environment handling the 
timers because the system doesn't wait until a timer 
expires. 

Two messages are considered identical if their 
names and their parameters are the same. We 
compare the received signals with the test signal was 
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created on the basis of the MSC. We consider a test 
successful if all the signals described in MSC are 
received correctly. When an invalid signal arrives to the 
test environment we stop the parsing of the MSC and 
we write a false value into the result matrix. 

Graphical user interface 
We need a well-structured graphical interface to 

control the test execution. During the development of 
the graphic environment we had to take into 
consideration that the user interface must be well-
arranged and easy-to-use. That's why we created the 
sub functions (testing, mutant generation, MSC 
generation) in different windows. 
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Figure 7 shows the main window of the tool. We 
can select test cases and mutant systems on the left. 
After we have selected the test cases and the mutants 
we press the Test button in order that the test 
environment starts test selection process. After the 
examination ended a table representing the boolean 
matrix appears. When we press the Compile button a 
new window turns up where the mutant system can 
be generated after the SDL specification has been 
selected. 

5. Experiment on the system InRes 

The InRes system (Initiator-Responder), is not a real 
system, although it is often used by demonstration of 
layered communication systems. It does contain many 
basic OSI (Open System Interconnection) concepts 
and is therefore very suitable for illustrative purposes. 
Besides it is easy to understand and not too big. The 
InRes system is similar to real systems and its 
specification contains most of the syntactic elements 
of SDL. 

The InRes protocol implements a reliable, 
connection-oriented data transfer service, the InRes 
service, between two users. The InRes service is not 
symmetrical: it offers only one way data transition 
from an initiating process to a responding process. The 

protocol itself operates above a medium which offers 
a connectionless unreliable data transfer service. The 
protocol entities communicate by exchanging the 
protocol data units (PDU). The communication 
between the two protocol entities takes place in three 
distinct phases: the connection establishment phase, 
the data transmission phase, and the disconnection 
phase. The description consists of four processes, two 
at the both ends of the protocol (see the Figure 8). Two 
of the processes Initiator and Responder implement 
the service by exchanging protocol data units between 
each other. Two other processes, coder ini and 
coder res are used to hide the interface to the 
medium. 
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Figure 8. The InRes system in SDL 

For the experiment and empirical analysis we 
generated 126 MSC test cases using the MSC 
generator component for the InRes protocol. This set 
intentionally included some appropriate and some 
useless test cases, and most of them were generated 
randomly. By applying the operators to the speci-
fication, 125 mutants were generated automatically. 
Finally, nine test cases of the original set were 
selected. The selection included some of the test 
cases we initially considered appropriate based on our 
knowledge of the system. 

As the data shows, twenty mutants have not been 
discovered by any of the MSC test cases. The worst 
mutation uncover ratio is, in the case of state mutation 
operators, and the best is in the case of input 
exchange. More than half (1 2) of the cases, where no 
difference has been found is in the Initiator process 
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Mutation operators Mutants generated Detected Detection ratio[%] 
State 30 19 63 
Input 28 23 82 
Output 36 30 83 
Action 221 15 68 
Predicate 8 5 63 
Save 1 1 100 

Table 2. Mutation Analysis Applied to the SDL specification of Inges 

that is the largest in the system. Six of the mutants of 
the Responder process have not been killed. Both in 
case of processes Coder_Ini and Coder_Res, one 
mutation has not been revealed. 

There have been some mutations discovered by 
only one test case, we call them critical mutants. The 
test cases detecting these critical mutants have to be 
included in the resulting set by all means. Interestingly, 
these test cases give eight of the nine selected. Out of 
the eight critical mutants two has been generated 
using predicate, two using output, three using state 
and one using action mutation operator. Applying input 
mutation generated no critical mutants. 

Both this, and the mutation uncover ratio indicate 
that input mutation land input like mutations, e.g. 
missing transition) operators result in very rough 
mutant systems. That is, they produce radical changes 
in the behavior of the — InRes — system that can be 
detected by most of the test cases. State mutation, on 
the other hand, produces errors that can be discovered 
by only a small percentage of the test cases, but it has 
provided three critical mutants, more than any other 
operator. 

6. Conclusions 

Fault-based testing requires special fault models and 
tries to detect faults in the implementation, with 
respect to the specification. In this paper, we 
described how to apply mutation analysis, a white box 
method, to formal SDL specifications, and use mutant 
systems to automatically select adequate test cases 
for black box testing. For this purpose we created and 
formally specified a set of mutation operators for SDL 
specifications. Using these operators we don't need 

the knowledge of the typical errors of an 
implementation. Instead the method generates 
erroneous specifications that make automatic test 
selection possible. 

The recent method and the tool are useful not only 
for simple protocols, but also for real, complex 
telecommunications systems described in SDL. It's 
easy to examine different implementation with the 
automatically generated test sets. 
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Reviewed 

Using fiber optics and microoptics technologies it is possible to design innovative fiber optic index of refraction transducer that has unique 
properties. On the base of this transducer a laboratory equipment type fiber optic refractometer was developed for liquid index of refraction 
measurements. Such refractometer may be used for medical, pharmaceutical, industrial fluid, petrochemical, plastic, food, and beverage 
industry applications. For example, it may be used for measuring the concentrations of aqueous solutions: as the concentration or density of 
a solute increase, the refractive index increases proportionately. The paper describes development work related to design of laboratory type 
fiber optic refractometer and describe experiments to evaluation of its basic properties. 

1. Introduction 

Almost all currently available classical refractometers 
employ a prismatic element on which the liquid 
sample is placed [1,2]. These instruments yield an 
output that is based on the degree of a light beam at 
the liquid-prism interface. In the simplest refrac-
tometers, the index is determined visually, via a lensed 
viewing tube, by observing where the output beam 
intersects a graduated scale. In more modern, digital 
type instruments, the degree of bending is measured 
automatically using a linear photodetector array [1,4]. 

Using fiber optic technology and microoptic is 
possible to design innovative fiber optic index of 
refraction transducer that has unique properties [3]. 
Basically it consists of input — output pair of simple 
multimode fibers that interrogate a small lens. The 
cone of light injected into the lens from the input fiber 
is internally reflected from inside surface of the lens 
and focused back into the output fiber. When the outer 
surface of the lens is in contact with a liquid, the 
attenuation of the light reaching the output fiber 
depends strongly on the refractive index of the liquid. 
Depending on the construction and design of such a 
transducer, this transducer may have a wide dynamic 
range. Its relative sensitivity, i.e. the ratio of fractional 
change of the optical intensity for a given change in 
index of refraction, is substantial, (of the order of 5 to 
10) over a wide range of index, e.g. n = 1.3 to 1.6. 

To use one of the many commercially available 
bench type and hand held index of refraction 
instruments, or refractometers, a few drops of the 
liquid under test must be withdrawn and placed on a 
planar measuring surface, while to use one of the few 
in-line refractive index monitors that are currently 
available requires a complex installation, including two 
or more relatively large ports and/or flow bypass tubes. 

The new fiber optic small, probe type structure, 
transducer elements, can be easily inserted into the 
top of liquid containers or through a simple fitting can 
be simple to inserted in a flow line. It is essential to 
combine these very practical and versatile transducers 
capable of detecting small changes of index of 
refraction with "smart" data acquisition and signal 
processing technology to develop new versatile and 
practical instruments. 

The paper describe development work of a flexible 
fiber optic refractometer and its experimental 
evaluation. Two types of fiber optic refractometers are 
considered: a basic fiber optic refractometer (based on 
the use of one fiber optic transducer) and a most 
sophisticate differential fiber optic refractometer 
(based on the use of two fiber optic transducers). Both 
types of refractometers are developed as a laboratory 
equipment and tested in experiments in laboratory and 
field conditions. 

2. Architecture of fiber optic 
refractometer 

On the base of combination of fiber optics and 
microoptic technologies new small, flexible and probe 
type index of refraction transducer element was 
fabricated [3] and for practical (industrial) application 
packaged into transducer module (Fig.1) with light 
source, photodetector and thermistor based tempe-
rature sensor element. 

Depending on the construction and design this fiber 
optic transducer module may have high relative 
sensitivity (of the order of 5 to 10) over a wide range of 
index of refraction, e.g. n = 1.3 to 1.6 and can be used 
to measure at relative high distance placed measured 
points (up to 1.5 km). 
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Figure 1. Fiber optic transducer module 

The basic transducer properties are illustrated on 
Fig. 2 and 3, which show linear and semi-logarithmic 
plots, respectively, of the optical power output of a 
typical transducer as a function of index of refraction. 
For convenience, usually employed micro-lenses have 
diameter from 5 to 1 mm. In principle, it should be 
possible to go to even smaller diameters, e.g. 250 to 
300 microns — so that relatively small catheter type 
transducers are feasible. Since the basic design is 
quite simple it also is possible to produce extremely 
rugged transducer elements that are suitable for 
field/industrial applications, even for remote sensing. 
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Figure 2. Linear plots of the transducer output vs. refractive 
index 

Since the index of refraction is strongly dependent 
on temperature and also, to a lesser degree, on 
wavelength, these effects must be corrected for in 
designing and/or using such instruments. They are of 
major importance when one attempts to determine an 
index of refraction to 1 part in 10.000 or better, which is 
the desired sensitivity for a high quality, laboratory type 
instrument. Their importance can easily be seen in the 
case of water, for example, which has a temperature 
coefficient Dn/DT of 1,5 parts 10.000 per °C. 

As with any other refractometer, any instrument that 
employs this fiber optic based transducer module must 
be capable of correcting for the intrinsic temperature 
dependence of a liquid's index of refraction [2,3,4]. In 
addition, however, for an intensity type fiber optic 
sensor, other corrections and precautions must be 
taken especially if, as already mentioned, a precision of 
1 part in 10.000 is to be attained. It will be necessary to 

employ low noise electronic circuitry and/or correct for 
photodetector dark current, especially at higher indices, 
where the output light intensity is strongly attenuated. 
It also will be necessary to correct for light source and 
photodetector temperature sensitivities and for any 
stray light that might affect the photodetector. In one 
sense, in terms of capabilities of today's micropro-
cessor controlled "smart" sensor technology, it should 
be straightforward to design instruments that auto-
matically "massage" the raw transducer data to correct 
them for each of these effects [2,3,4]. 

Several architectures for design optic refractometer 
equipment are possible: 

Figure 3. Semi-logarithmic plots of the transducer output vs. 
refractive index 

One type of the basic equipment architecture pro-
posed is to produce computer (PC) controlled laboratory 
instrument capable of determining the index of refraction 
of various liquids to 1 part 10.000 or better. Another type 
is to produce microprocessor controlled, handhold and 
other similar types of small, portable refractometers, 
probably of somewhat reduced accuracy, that can easily 
be used for field type measurements. A third type is to 
produce in-line refractive index monitors for use in 
chemical, industrial, food processing, and other similar 
facilities. Refractometers are frequently used for medical, 
pharmaceutical, industrial fluid, chemical, petrochemical, 
plastic, food, and beverage industry applications. For 
example, they are used for measuring the concentrations 
of aqueous solutions: as the concentration or density of 
a solute increase, the refractive index increases proporti-
onately. Included in such measurements is the percen-
tage of sugar in fruits, soft drinks, canned syrups and 
other solutions. They also are used to determine the 
salinity of aquariums and of solutions used in food 
processing, the freezing point of coolants and deicing 
fluids, the charge status of acid batteries, the serum 
protein and urine specific gravity, etc. 

In the following part of this paper we consider of 
design of laboratory type equipment. Referring to the 
block diagram on Figure 4, the basic architecture, as 
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presently conceived, consists of the following elements: 
a light emitting diode (LED) or semiconductor laser diode 
(LD) light source and its electronic driver/pulser circuit; a 
monitor photodetector to determine the output light 
level of the used light source (D1), a second 
photodetector (D2) to record the return light from the 
fiber optic transducer module (P1); and a PC to 
automatically control the system and process the data 
from the various elements. PC will compute the ratio of 
the intensity of the transducer output for an unknown 
liquid and that recorded earlier for a standard liquid, e.g., 
water. 

PC 

Thermistor T2 

Electronic Detector Detector 
control module -+ LED/LD 

Dl D2 

Optical coupling 
element 

Optical FíT~er 

Transducer P1 • 
~ Thermistor TI 

Measured liquid 

Figure 4. Block diagram outining the design of basic fiber opticc 

refractometer 

The PC will then determine the index of refraction, 
either by a comparison and interpolation process 
between this ratio and those in a calibration data lookup 
table, or by computation using a transducer response 
equation. In addition, the temperature of the liquid 
sample and of the source/detector module will be 
measured simultaneously with the index of refraction, 
to correct for their temperature dependence. The liquid 
sample temperature will be determined using a 
thermistor, as indicated on Figure 4, or using a fiber 
optic temperature sensor in applications requiring an all 
dielectric transducer, e.g., for use in explosive or high 
voltage environments [5]. 

A second possible architecture of the equipment 
system, as outlined on Figure 5, was also developed. 
Basically, it employs a differential technique and would 
allow measurements/comparisons of index of refrac-
tion to a very high precision. Instead of taking 
comparative readings of index of refraction of a known 
and an unknown liquid at separate time, as would be 
done with the architecture outlined on Figure 4, both 
readings would be taken simultaneously, using two 
index of refraction transducers (P1 and P2), one in the 
unknown and the other in a standard liquid sample. 

PC 

Thermistor T2 

Detector 4-

A 

Electronic 
control module 

Optical coupling element 

Optical Fiber 

Transducer P1 

Standard 

liquid 

LED/LU i 
Detector 
D1 

Detector 
D2 

Optical Fiber 

~ Thermistor Ti 

~ 

Measured liquid 

Transducer P2 

Figure 5. Block diagram outlining the design of a differential type 

fiber optic refractometer 

This technique would be especially useful when 
extreme relative accuracy/precision is required. In 
analysing the various computer (PC) controlled 
operations required to carry out each of the above 
described procedures individually, they all appear quite 
straightforward in terms of available sensing and 
signal processing technology. However, effects 
associated with their use in multiple combination, and 
the ultimate precision achievable under real world 
conditions, must be examined experimentally. The 
objectives of the proposed laboratory fiber optic 
sensor equipment will be to design and assemble 
working models of several different computer (PC) 
controlled index of refraction instruments. These will 
then be thoroughly tested under both laboratory and 
typical field conditions to determine the ultimate 
precision and accuracy achievable with various 
designs. 

3. Laboratory equipment design 

The block scheme of the laboratory fiber optic 
refractometer equipment is on Figure 6. Equipment is 
able in hardware and using dedicated software realise 
both architectures (Fig. 4 and Fig. 5) of basic and 
differential type of fiber optic refractometers. The front 
panel of the equipment is through BNC type connectors 
connected to fiber optic transducer modules (P1 and P2). 

There are two types of transducers available: a LED 
sensor module and a LD sensor module, which can be 
used with the described laboratory refractometer. The 
LED diode sensor module is based on a pair of LED 
(HFE4020) as photoemitter and photodiode (CLD42) as 
photodetector. The LD sensor module consists of LD 
(HFE4080-321) as photoemitter and phototransistor 
(CD1440) as photodetector. 
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Figure 6. Block scheme of the laboratory fiber optic 

refractometer 

The analog element contains a driving circuit for 
LED and/or LD based transducer, which produces 
appropriate current for specific type of transducer, 
respectively. There is a circuit for back measurement 
of driving current for LED and/or LD based transducer, 
for more accurate driving/detection rate in the analog 
element. A detection circuit of photodiode for LED 
sensor module and/or circuit of phototransistor for LD 
sensor module, respectively, is responsible for 
amplifying and adjusting of measured currents within 
range of ADC (Analog Digital Converter). A detection 
circuit of thermistor adjusts a voltage from thermistor 
to ADC range (0-10V). 
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Figure 7. Block scheme of the digital interface to PC 

The described instrument is designed as a labora-
tory instrument controlled by computer (PC) which is 
powered from the standard supply network 
—230V/50Hz. There are transformers and stabilizators 
for stabilization of necessary voltages (+5V, ±15V) 
inside of the control module. 

Figure 8. Optical fiber refractometry industrial telemetry systems 

The interface sensor-computer is developed with 
the help of the I/O interface chip (MHB8255), Fig.7. 
The interface chip is responsible for communication of 
control module with computer via parallel PC interface. 
A part of I/O chip controls a 16-bit ADC, starting of 
conversion and reading out of data to computer. There 
is implemented a synchronization register REG1 
because of difference in width of data line between 
ADC (16-bit) and I/O chip (8-bit). Analog multiplexor 8:1 
is addressed and controlled by I/O chip. There are 
4 analog channels for each transducer (driving current, 
LED diode sensor detection, LD diode sensor 
detection and thermistor data). The I/O interface chip 
generates a data word for 12-bit DAC (Digital Analog 
Converter), for driving current of LED and/or LD diode 
transducer, respectively. There is implemented 
another synchronization register REG2 since data line 
of I/O chip (8-bit) is different to width of DAC data line 
(12-bit). 

The program package for operation with laboratory 
refractomete is written in design environment of the 
LabWindows/CVI version 4.0.1. The program allows 
performing of refractive index measurements with 
basic or differential architecture. In the main control 
window (Fig. 8) we can see value of measured 
refractive index, temperature of measured liquid and 
value of actual driving current for each measurement. 
Within a window menu is possible to change a method 
of measurement, type of sensor and communication 
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Figure 9. Main control window for the laboratory 

port number. Besides mentioned features is also 
feasible to modify driving optical power for connected 
sensors, get a relation of optical output from LED 
and/or LD sensor module to temperature, respectively. 
These features can be very useful when they are used 
for experiments with new or unknown sensors. 

Interconnecting several fiber optic refractometry 
equipments using fiber optic networking techniques 
(Fig. 9) it is possible to develop a fiber optic refracto-
metry system. Such system may by suitable for various 
industrial and scientific laboratory applications. 

4. Experiments and Results 

Performance of the developed laboratory fiber optic 
refractometer equipment was evaluated by various 
testing measurements, this is here demonstrated by 
results of two basic laboratory experiments and 
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measurements of index of refraction of various 
petrochemical products: 

A) Basic laboratory experiments 
• dependency of the refractive index of propylene 

glycol on temperature (Fig.10), 
• dependency of the refractive index of water 

propylene glycol solution on propylene glycol 
concentration (Fig.1 1). 
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Figure 11. The refractive index of water vs. propylene glycol 
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The data on the index refraction of propylene 
glycol/water mixture, are good to use since it is 
simple to, clean the sensor after dipping in the 
various solutions, since it is necessary that the 
sensor face be clean and dry to get a good reading in 
air and also before dipping in water to get a 
calibration/comparison reading. Even though the 
index varies with wavelength we take the water 
reading at 20°C to correspond to an index of 1.3330, 
and refer all other readings to this value. The do/dt for 

48  LVII. VOLUME 2002/12 



  Laboratory equipment type fiber optic refractometry system 

water in the range 15 to 30°C is 0.0001 per degree 
°C, while that for 100% propylene glycol is 0.0003. 
Thus for glycol/water solutions one could assume a 
linear dependence of do/dt, that is, for example 
assume do/dt = 0.0002 for a 50% solution. In all 
instruments with automatic temperature compen-
sation, it is assumed that they are to be used with 
water solutions, and it is assumed that do/dt = 
0.0001. We may use also propylene glycol, either 
100%, taking its index to be 1.4312, or 100% plus a 
few mixtures. 

B) Measurements of petrochemical products 
As field tests we use some petrochemical 
products of known index of rafraction. They make 
it difficult to clean the sensor face however. We 
recommend to keep the containers of the mixtures 
sealed when not in use since they tend to drift in 
index, though this is not much of a problem. We 
frequently make up relatively large sample, e.g., 
100 to 200 cc, and then use one half for our 
measurements for while and after a week or two, 
take a reading in the other half that has been kept 
well sealed. That way we can determine if there 
has been any shift in the index of our measure 
ment sample. The results of measured index of 
refraction are depicted on Fig. 12, and are in very 
good success as compared with results obtained 
by classical methods. 

5. Conclusion 

During the development work PC controlled laboratory 
type fiber optic refractometer for liquid index of 
refraction measurements was constructed. The device 
was able in hardware and with appropriate software 
realise both basic and differential type of proposed fiber 
optic refractometer architectures. Basic properties of 
the equipment was evaluated in laboratory and field 
type experiments with measurements of standard and 
petrochemical product liquids. 

Figure 12. Result of petrochemical products measurements 
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The news on the planned merger of Hewlett-
Packard and Compaq were published first on 4. 
September 2001 on the home pages of the news 
agencies. For a couple of days this event was on the 
headlines of all the papers, then came the terrorist 
attacks on 11 September in New York when the 
world's attention was turned to another direction. 

Both the professional public opinion and the press 
received the news of the merger calmly. At Boston 
Hotel Marriott where the executives of both 
companies were present, hardly any applause could 
be heard. „Here we have two companies — Sanjay 
Jhavery the technological analyst of Vontobel Asset 
Management of Switzerland — commented to the 
press — who simply want to survive. They back the 
wall to protect themselves." Right after the 
announcement the share prices of HP drooped by 21.5 
percent while those of Compaq increased by 15.7 
percent. The joint loss of value amounted to USD 13 
million in two days. 

According to the opinion of Mr. Carly Fiorina CEO 
of HP they are excellently positioned to seize the 
opportunities when the companies - after the 
recession emerging in 2001 -start again to spend 
more on IT. The better focused competitors - like 
IBM, Sun, or EMC — have stronger market positions 
at the upper end of the market, still, the customers 
who are fed up with the promises of the stock 
exchange balloon era — wil l appreciate the complex 
solutions offered by the two companies. The costs 
can be reduced through the rationalization following 
the merger, thousands of jobs can be terminated, 
and the companies will be able to negotiate with 
certain powerful suppliers from the position of 
strength, while risks will be kept at manageable 
level . Excellent, new opportunities will open up in 
the areas of consulting and outsourcing, the large 
consulting companies inevitably need partners who 
are able to construct the necessary infrastructure. 
The demand for PCs will increase again when new 
PCs are designed for new purposes. The two 
companies have excellent innovative abilities and 
market leading position depends on this feature in 
the long run. 

The fusion — if it takes place — will be no simple 
procedure. The product lines of the two companies are 
in overlap, both of them are present in 160 countries 
of the world with a total staff of 150 thousand. HP has 
no experience in the implementation of by-outs of this 
volume Compaq has not been able to step over in 
every respect the 1998-year merger of Digital 
Equipment. Both companies face problems of internal 
reengineering. 

From the garage to the top 

The Hewlett-Packard company was established in 
1938 by two young American engineers, Mr. William 
Hewlett and David Packard — both of them were the 
students of Fred Termannak of the Stamford 
University — who set up the company with a total 
capital input of cca USD 5 hundred. We can say that at 
that time not only one of the leading companies of our 
world economy was born but also the typical American 
story of the Silicon Valley. 

This was a typical „garage story" in the closest 
sense of the word as Hewlett and Packard really 
developed their first market products in a garage. They 
could easily have developed any other product: to the 
regret of their professors, in the lectures they held for 
business schools they often repeated that they had 
had no plan to the start-up of a company, they simply 
seized the opportunities they came across. They 
wanted to establish a company, and did whatever they 
thought they were able to do, and whatever they 
expected to bring profit: they developed meters for a 
telescope, and constructed automated water 
lubrication for a washbasins and so on. 

The start was extremely successful: the revenues 
of the company doubled in each year of the forties, 
Hewlett and Packard strictly insisted on self-financing 
for quite a long time, they did not take loans, and 
offered their shares to the public only in 1957 for the 
first time, and even at that time they sold not more 
than 10 percent of the shares. They maintained the 
opinion that financing from loan would undermine the 
entrepreneur spirit. They were similarly careful to 
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accept risk capital, claiming that it would inspire too 
rapid growth of the companies, and if you develop too 
rapidly you may suffer losses. 

In the following decades HP became the famous 
model company of the American economy, featured 
by the practice of progressive human policy innovative 
mind, entrepreneur attitude, flooding the market with 
excellent technical products ever since its existence. 
No doubt the management practice and corporate 
culture established by Hewlett and Packard (the „HP 
way" as it is normally called) has survived long after 
the death of the founders, it was easy to detect, and it 
helped the company to survive even the most difficult 
times. 

Although HP grew over the notable garage soon, 
the managers committed themselves to maintain the 
bounce of mall enterprises, and its norms of behavior. 
David Packard writes in his book on organizational 
issues published in 1995, titled „The HP Way": 

„At HP we did not devote too much attention to 
organizational issues until he fifties. There was no 
need to do so. We had a well-defined choice of 
products closely related to each others, we did 
everything at one single location, developed our own 
sales and agency network; we were a strongly 
centralized, functionally organized company, with vice-
chairmen responsible for marketing, production and 
R&D. As the company grew started to diversify, Bill 
(Hewlett, the other founder) and me started to realize 
that we must find some sort of decentralization 
strategy to maintain the personal accountability and 
interest in profitability. We had the concern that 
personal involvement will disappear from HP that used 
to be the integer part of our behavior before. 

The idea of splitting up the company to divisions 
came up first in connection with the product 
development laboratories, where we formed four 
groups under the control of the vice-chairman 
managing the R&D activities, and each of the groups 
were responsible for a particular product family. It 
happened in 1957. Later on further steps followed in 
this direction, that were motivated by the 
establishment of production plants in Germany and 
the acquisitions started at that time. 

Mid sixties we had a dozen of operative divisions, 
each of them organized as an integrated, self-
sustaining organizational unit responsible for the 
development, production and marketing of its own 
products. The reason why we established these units 
is to provide for their independence, operate them in 
an environment that motivates individual performance, 
initiative and creativity, to allow them quite a freedom 
of maneuvering while working for the attainment of 
the mutual goals. We wanted to eliminate 
bureaucracy, and had the objective of making the 
decisions at the place where the problems incur. We 
wanted to have divisions that can maintain the 
intimate atmosphere, where people receive special 
attention, communication is free, that is, everything is 

the same as it used to be in the early days of the 
company.. .. 

...As time passed some of the divisions started to 
flourish,: they manufactured large variety of products, 
the number of employees reached 1 500. At this stage 
the lines of communicants got saturated, 
management becomes troublesome, people loose 
their direct connection to their products and the 
results of their division. At this stage we implemented 
our policy that has been applied even today, that is, we 
have separated certain parts of the over-sized 
divisions, assigned a successful and profitable product 
line to them and geographically removed them to a 
remote location. 

The rapidly growing companies often undergo 
organizational changes In the case of HP the following, 
dramatic change took place in 1968. As the number of 
product lines and divisions increased constantly, we 
gradually implemented the group structure. It meant 
that we formed groups from the divisions 
manufacturing close products, servicing the related 
markets, that were controlled by group leaders having 
their own staff. Each group was responsible for the 
coordination of the division and its financial 
performance. This decision was governed by dual 
objectives: On the one hand, we made attempts to 
increase the cooperation among the related divisions, 
on the other hand, we wanted to decentralize some of 
the activities performed by the top management 
before, among others, for example, part of the 
engineering and designing work was shifted to the 
groups... 

In the beginning of the nineties HP had as many 
as 65 divisions, arranged to 13 groups". 

Strategy and corporate culture 

In a constantly growing company the values and 
norms of the founders were difficult to transfer in an 
indirect, personal and informal way. In the book of 
Packard we can find the cooperate objective formally 
published in 1966: 
1. Profit. Profit is on the one hand the best tool of 

measuring our contribution to the welfare of the 
society, on the other hand it is the source of the 
capital of our company as well. We have to 
maximize our profit that can be still harmonized with 
our other cooperate objectives. 

2. Customers. We have to make efforts to improve the 
quality of our products and services, and increase 
their usefulness. 

3. Focus. While we are constantly looking for new 
growth opportunities we can focus only on the 
areas where we really have the skills and abilities, 
and where we are able to reach substantial results. 

4. Growth. Growth is the indicator of power to us, 
which is an absolutely necessary condition of 
survival. 
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5. Employees. We have to provide the HP employees 
with opportunities to work to share with them the 
success of the company which is due to these 
employees. Based on their performance we have to 
provide for the working environment, and we are 
convinced that the results they achieve in work will 
bring them personal satisfaction. 

6. Organization. We have to maintain an organizational 
environment that provides for personal motivation, 
initiative, creativity and high level of personal 
freedom in course of implementation of the 
corporate objectives. 

7. Social responsibility. We have to be good citizens of 
our company, and meet our obligations towards the 
community creating our labor environment, and 
towards the social institutions as well. 

The goals listed here did not remain mere slogans at 
HR. Lets see, for example the responsibility for taking 
care of the employees. In 1940 a profit sharing 
scheme was introduced, in the frame of which the 
director was entitled to the same percentage of bonus 
as the warden and simultaneously with that an 
insurance scheme was rolled out to all the employees 
of the company. At that time these were completely 
extraordinary solutions especially among the small 
companies. When in the fifties the company became a 
public joint stock company, all the employees with an 
employment exceeding 6 months was entitled to 
shares, that was supplemented with a shares option 
program. Later on the employees' share program was 
subsidized with a 25 percent discount. 

The company rejected some of the large scale 
government orders as on completion of the project 
they would have had to dismiss the employees 
becoming redundant. In the case of vacancies the 
divisions were expected to recruit staff in-house, 
from within he company, this method provided for 
the protection of the company culture as well. At the 
time of recession all the employees were requested 
to go for an extraordinary holiday and agree to the 10 
percent reduction of their wages to avoid 
termination of employments. The company was 
among the first American companies to introduce 
flexible working hours at each level of the 
organization and conduct employee satisfaction 
surveys. They were seriously committed to the open 
doors' policy, the employees were free to contact 
even the highest level management with their 
problems. Despite the common American practice 
of the fifties none of the managers could have an 
own office with closed doors. In view the above, no 
wonder that the trade union campaigns failed at HP 
from time to time. 

Despite the practice of that age the managers of HP 
did not allow to the HR department to get involved in 
the HR affairs of the management: they had the 
opinion that all the managers must assume 
responsibility for the employees, and no one is 

supposed to transfer the tasks related to the 
employees. 

The managers made all the efforts to keep the 
company in the mainstream of technical development. 
Starting from the fifties they recruited their engineers 
from among the smartest graduates of the best 
schools having the best results, rather than selecting 
less talented, still, experienced professionals. The 
graduates were proud of getting an employment from 
HR HP provided for accommodation to the values of 
the company by means of sophisticated interviews, 
and methodological „stimulation" of newcomers. HP 
came up with new and advanced products each year, 
even if the old products were in an emerging life cycle 
which could have been exploited from both market 
and financial aspects. Only the innovation representing 
excellence and outstanding engineering work could 
pass the exam. 

At decision-making the key role was played by the 
engineers while marketing staff played secondary role 
only. The heros were those who invented something 
rather than those who sold it. Career tracks also 
reflected the technical approach: most of the heads of 
divisions had a technical qualification. 

In 1959 David Packard summarized in a company 
presentation the essence of corporate philosophy of 
maintaining the entrepreneur spirit in the following: 
„Set a clearly defined goal, allow maximum freedom 
to those who make efforts to reach the goal, and 
provide for the acknowledgment of the performance 
at corporate level". The policy of organizational 
decentralization outlined in the above was also aligned 
to this philosophy. 

The most innovative divisions got the largest stakes 
from development budgets. The production units of 
the company could get a full division status only in 
case they could develop some kind of new product 
and were able to successfully launch it at the market. 
Unlike a number of other companies, HP stimulated its 
international subsidiaries to the development of their 
own Research and Development abilities, to be more 
than just a sales and distribution point. 

According to one of the most popular theories of 
the American business world in the seventies the 
companies should acquire the largest possible 
market stake as this is a precondition of progressing 
on the „learning curve", reducing the costs, that is, 
at the end of all, market stake is the key factor of 
profit maximization. This approach could not gain 
floor in the strategy of HP. If a product is not good 
enough to generate an outstanding profit margin in 
the very first year, then it isn't representing a 
significant technological edge and HP should not 
deal with that" — Packard explained it to the 
managers in 1974. The company had a clear 
objection against the employees who boasted about 
the large market stake of their product, or started to 
think about the opportunities for increasing the 
market share. 
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Looking for ways in the nineties 

HP developed its first mini-computer in 1964 to 
provide automated control of mechanical instruments. 
In the beginning of the nineties the company had 
substantial interests in the computer business and the 
related services and supporting activities. Despite the 
promising start the company was not able to develop 
an organizational structure that is in accordance with 
the rapidly developing industry. As Packard explained, 
they made trials with divisions, various group 
structures, action groups, committees to improve 
coordination, as a result of which a complicated 
system of bureaucracy was established, the labyrinths 
of which slowed down the process of decision-
making. The share prices — sensitive to the troubles —
started to drop. 

Hewlett and Packard — at that time the active 
directors of the company — got down to solve the 
problem themselves, and in 1992 they nominated Lew 
Platt to the CEO 's position. They dissolved a number 
of committees, and allowed more freedom to the 
computer units. They made efforts to reinforce the 
philosophy that at HP the flexibility of the small 
companies must be merged with the power of a 
unified large company. 

HP has developed successfully for a couple of years 
under the control of Platt, The growth was constantly 
20 percent above the plan. All the business lines of the 
highly diversified company had a good performance. 
During mid nineties the company advertised its 
Internet strategy. They stated that Internet affected all 
the business lines of HP therefore no separate unit 
would be organized to that purpose: everybody should 
include the Internet ideas in his own strategy, in an 
appropriate way, under certain central coordination. 
Nevertheless, around 1996 the growth started to slow 
down again. 

The computer division of HP was reorganized in 
June 1997 due to its weak financial performance. The 
project was controlled by Rick Belluzzo a veteran, who 
arranged the company to five business lines: 
1. Laser printers 
2. ink-jet printers 
3. personal systems (workstations and PC-s); 
4. company systems (Unix -based); 
5. software and services 

During mid nineties some of the competitors —
including among others Sun Microsystems — made 
benefit of the contradicting tendencies, and the 
uncertain messages sent to the market and they hold 
stronger foothold at the upper edge of the market. 

Belluzzo assigned with the reorganization work left 
the company in 1998 when he went to Silicon 
Graphics. At that time Lew Platt was 56 and there was 
a custom at HP, that the key executives retire at the 
age of sixty. As it became clear, the company had no 
strategy, as the various plans were elaborated and 
rejected at top level from time to time. Platt started to 

talk openly about the failure and frustration of the 
management. In 1998 the revenues grow substantially 
— primarily due to printers, Unix servers, and desktop 
computers, while the costs raised rapidly, too, financial 
indicators worsened, the company could not reach the 
goals they set. Certain analysts blamed the 
organizational structure and cost structure of HP for 
the failures. 

At the end of the decade Lew Platt announced his 
retirement simultaneously with the separation of test 
and measuring business of the company to be 
performed in the frame of an independent company 
(Agilent). The name of Hewlett-Packard was carried 
forward by the following large units: 
1. Enterprise Computing Solutions; 
2. Personal Systems Group; 
3. Ink-Jet Products Group; 
4. LaserJet Solutions Group. 

The company received more and more criticism for 
separating the business lines, for the so-called silo-
approach. The critics claimed that the company 
handles separately its particular products and services, 
(for example the PCs and unix-based systems), 
manages its investments separately, and sales is 
decentralized, the company is not able to utilize the 
large, integrated business opportunities, where 
computers, network solutions and printers should be 
delivered simultaneously. Decisions affecting more 
than one business unit were made very slowly, the 
resources allocated for development were scattered, 
while excellent business opportunities, that were not 
integrated to the silos, did not receive the necessary 
CAPEX. 

According to certain opinions by 1999 HP actually 
was split into four independent companies each of 
which was excellent, still, they were not able to 
combine their power. The chairmen of the groups 
managed their own business, they made their own 
decision on their internal, organizational issues, 
strategy and politics. According to the opinion of Ann 
Livermore the head of corporate systems group the 
time when Internet was used as sales channel -as it is 
done, for example, by Amazon.com — has passed. The 
future is in electronic services (e-service) like, for 
example procurement, billing, security electronic 
payments, data storing and operation of data 
warehouses. These services will be accessible via 
Internet, HP is excellently positioned to become a 
major player in the area of e-services. According to the 
opinion of Livermore the e-service strategy will affect 
all the units of HR She has submitted her plans to the 
top management of the company as the strategy of its 
own group which was finally approved as a general 
approach relevant to all the areas. The company 
seemed to have a corporate strategy, while lacking the 
necessary organizational and management structure. 

In the beginning of March 1999 Lew Platt published 
the electronic services strategy of Hewlett-Packard 
employing some 60 thousand people. In the same 
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time he announced that the company is looking for a 
new CEO. This year the revenues increased by 7 
percent only, which growth lags far behind the results 
of the competitors, IBM or SUN. Profit growth also 
lagged behind the industrial average. 

Changes under the management of 
Carleton Fiorina 

Carleton Fiorina the new CEO came to HP from Lucent 
Technologies. He has been the first CEO to come from 
outside the company in the history of HR He 
immediately got down to work with full enthusiasm on 
the HP advertising campaign: appeared on the front 
page of magazines, lots of interviews were made with 
him. 

It did not take too long to make decisions on 
reorganization, either. In October 1999 he announced 
that HP would be re-organized to four divisions: Two of 
them will focus on customers (business and residential 
customers) while two more divisions focus on the 
product lines (computers and printers) of the company. 
All the product focused activities are controlled by two 
managers: One of them controls personal computers, 
corporate systems storing and software applications, 
while the other one controls laser and ink-jet printers. 
Customer focused campaigns are also controlled by 
two managers throughout the company: one of them 
(Ann Livermore) is responsible for e-services and intra-
company (business -to-business, B2B) transactions 
while the other is responsible for digital imaging 
strategy and the consumers (business -to-consumer, 
B2C). Within the new system sixteen product lines are 
classified to two groups (computers and printers) that 
make „product generating background" which have 
to work close with the front-line units servicing the B2B 
and B2C segments organized in the four geographical 
regions (Asia, Pacific, Europe, Latin America and North 
America). 

The staff persons working in different positions are 
highly dependent on each other, more than before, as 
a manager no longer controls the entire product value 
chain. 

Naturally, it is not indifferent, how the cooperation is 
realized in the new system with the over 40 thousand 
value added re-sellers and retail agents of different 
volume, whether HP will follow the way of Dell, í.e. 
develop an Internet-based, direct sales channel to 
avoid mediators/ agents. 

Number of the managers of the company have the 
opinion that time has come for model change at HP. In 
the present environment — they claim — there is a real 
need for corporate strategy, and the appropriate tools 
must be found to the implementation of this strategy. 
Nevertheless, the actions of Fiorina receive a lot of 
criticism. According to some opinions he does not 
involve the managers properly in the decision-making 
relating to key issues, eventually the managers have to 

find out themselves, what they are actually expected 
to do. The managers who got accustomed to 
independence are reluctant to accept such re-shaping 
of the authorities. While earlier the bonuses were 
subject to the performance of the particular units, 
currently the emphasis is shifted to the direction of 
overall performance of HR. According to some 
opinions HP has lost the balance in respect of 
bonuses: Although the sales staff of the particular 
business lines earlier focused only on the products of 
their own unit, which made the sales of complex 
systems difficult, sometimes the customers did not 
understand why they have to carry on talks 
simultaneously with more than one HP representative, 
while currently the problem is that an „integrated" 
sales staff cannot be an expert of all the areas. 

The stock exchange had a favorable response to the 
first months of operation of Fiorina., HP share prices 
increased. The IDSC report published in April 2000 
characterized HP as the „most dynamically developing 
PC manufacturer of the world". Then came the blow-
out of the Internet stock exchange balloon in the 
American economy, and within that the IT sector 
started to show the first signs of the nearing 
recession. HP was not able to avoid the impact of the 
general trends, either, and its share prices started to 
drop. 

The news on the merger with Compaq put the 
company in the focus of attention beginning of 
September 2001. A Business Week professional 
assessed in its issue dated 17 September (published 
before the New Year attack of terrorists) the business 
lines of the to companies undergoing fusion according 
to the following: 

PERSONAL COMPUTERS. The world's largest + PC 
manufacturer will be created with a 19 percent 
market stake. (Table 1.) Nevertheless, since PC 
sales and profit margins hit a negative record, the 
two companies made a joint loss of USD 500 billion 
in 2001. 

PRINTERS. The 50% share of HP is expected to 
increase, together with the turnover of printer 
cartridges. Nevertheless, the demand and profit 
margin are expected to go downhill while price 
competition with Lexmark, Canon and other 
competitors will increase. 

LOW-END SERVERS. Compaq has a leading position 
in this area, in respect of windows-based products 
its cumulated market share amounts to 37 percent. 
Nevertheless, Dell and IBM must be considered as 
strong competitors. 

HIGH-END SERVERS. Both HP and Compaq are 
backward in this key area. Compaq runs out its 
Alpha servers, the sales of Unix-based servers of 
HP are stagnating. 

SERVICES. Both companies are longing for the glory of 
IBM, whereas 62 percent of the joint servicing staff 
of the two companies deal with simple machine 
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repair work, rather than top management 
consulting, which is in the focus of the „Big Blue". 
The earlier idea relating to PricewaterhouseCoopers 
buy-out failed. 

STORAGE. 5,2 billion -dollar storage-business of 
Compaq may get a new impetus if HP also starts to 
sell Compaq equipment to the customers. 
Nevertheless, it will be difficult to conquest 
customers from the giants of the market, like EMC. 

SOFTWARE. Complex company solutions require 
special middleware-software applications. In this 
area HP lags behind its competitors, while Compaq 
is not on the top list. 

Company 
Revenues in 2000 

(billion USD) 
Net income in 2000 

(million USD) 

IBM 88,4 8.100 
Sony 58,5 134 
Hewlett-Packard 48,8 3.700 
Toshiba 48,0 776 
NEC 45,4 478,5 
Fujitsu 44,2 69 
Compaq 42,4 1.700 
Dell 31,8 2.180 
Samsung 26,7 4.700 
Sun Microsystems 15,7 1.800 

Table 1. The largest computer manufacturer companies in 2000 

Source: company data 

The journalist finds this situation dangerous as 
development programs targeting the upper segments 
of the market increasingly require investments when 
milking cows dry out due to slow-down of expansion 
and the killing price competition. In 2000 the PC 
business experienced a dynamic growth while -
according to the analysis- in the first and second 
quarters of 2001 all the profit of the company came 
from the printer business. The market is weakening, 
profit zones are shifted in the direction of upper 
market segments, while there is hardly any chance to 
abandon these two businesses. 

The September 17 issue of Newsweek (also 
published before the terrorists' attack) compares Jack 
Welsh the leaving head of General Electric with Carly 
Fiorina. If the share prices go uphill, — Allan Sloan 
writes — all the faults of the executive are forgiven. If 
they go downhill, the executive will be blamed for all 
this actions and steps. The secret of successes very 
simple: share prices must be increased. After all, it's all 
about money. 

Compaq at the millennium 

Michael Capellas the existing CEO of Compaq was 
assigned in July 1999 as the top manager of the 
company. He was primarily expected to restore the old 
glory of Compaq brand. 

After its foundation the Huston -based company 
used to be the favorite of tradesmen and usersfor long 

years: He was the first to come up with a series of 
advanced computers with increasing capabilities. It 
even succeeded to overtake IBM: In the mid nineties it 
was considered as the third pillar of IT industry, along 
with Microsoft the software giant and the chip-
manufacturer Intel. Nevertheless, by the end of the 
decade the star of the company started to fade, which 
was reflected by the profit figures as well. 

The analysts mention a couple of reasons: It seams 
that Compaq responded too late to the Internet 
revolution: Compared with Dell, it insisted too long on 
the traditional forms of sales, that resulted in storing 
problems at the time of rapid changes of the demands. 
In the area of server purchases serious troubles were 
caused by the purchase and integration of Digital 
Equipment Corp. In 1998 the revenue growth 
amounted to 5% only, while in the „golden ages" the 
investors got used to a 45-65 percent growth. After 
January 1999 the share prices dropped to less than 
their half within five months. 

Capellas got down to solve the problems 
energetically: he reorganized the company, decreased 
the costs, gave a new impetus to electronic sales and 
innovation. In the second quarter of 2000 — after the year 
of stagnation — the revenues increased by 7.5 percent. 
The growth was especially dramatic in Japan and Latin-
America. The PC business continuously generating 
losses for several quarters, again turned to profitable. 
The share prices did not reach their earlier peak, still, 
they clearly started to go uphill. The competition with 
Dell seemed to be more promising, too. 

Capellas, who earlier filled in over twenty various 
management positions, made efforts to implement 
the popular approaches of management course books. 
He reorganized Compaq to half dozen market units, in 
place of the earlier functional units. He made the 
managers responsible for the results achieved by their 
business units. He built the objectives related to 
customer satisfaction into the management incentive 
system with a 30 percent ratio at the top level. His 
lectures on the actual position of the company and the 
plans thereof can be followed by all the employees of 
the company (exceeding 60 thousand) either on-spot 
or through a closed circuit TV. „Management must be 
personal" — Capellas says. We must call people, and 
convince them that they are participants of something 
they must be proud of. According to certain press 
opinions the head of Compaq is excellent in 
implementing smart methods invented by others, still, 
he is no visionairy type. 

At the end of year 2001 the clouds started to gather 
in the sky, again. The New York events of 11 
September and an unusually strong typhoon in the far-
east seriously hit the supply channels of the company. 
The sales in the third quarter dropped by 33 percent, 
compared to the same period of the previous year. In 
case of desktop computers a 42, while in the case of 
PC servers a 44 percent decrease was experienced, 
respectively. The losses of Compaq amounted to 499 
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million USD while Dell made a profit of 429 million 
USD at the same time. Based on this situation the 
analysts have strongly cut down the 2002-year 
forecasts relating to profit and turnover. The share 
prices dropped, there was a real threat that market 
value goes under the book value. „HP has alternatives 
to chose while Compaq has problems" summarized 
his opinion Don. M. Young, UBS Warburg expert in 
December 2001. 

The report on the last quarter of 2001 gives reason 
to some optimism. The PC business is highly volume-
sensitive, while end-of-the year sales have proved 
better than expected. The company managed to 
restore its supply channels, and some signs suggest 
that the end of American recession is nearing. 

Epilogue 

Starting from the end of 2001 the debates on the 
future of HP and its marriage with Compaq have 
become more intensive. On one side of the front line 
Carleton Fiorina is heading the team: they insist on the 
changes started and support the planned fusion. The 
leaders of the other side are the members of the 
Hewlett and Packard families, who - through various 
channels - have substantial - although no defining -
business stakes in the company marked with the 
names of the founders, representing pride for the 
nation. 

Today the founding members are represented only 
by Walter B. Hawlett, the son of Wiliam Hewlett in the 
Board of Directors. He announced - causing serious 
upheaval - that he would vote against the merger, and 
in this respect he may rely on the support of David and 
Susan Packard, and — interestingly — even Lewis Platt 
the earlier CEO who put Fiorina in this position. 
William Hewlett made all he efforts to convince the 
other shareholders about the truth of his position, 
while — naturally — the members of the other side did 
the same. 

In Spring 2001 the public may expect the most 
exiting voting battle of the economy, relating to the 
HP-Compaq case. The last sentences of this article 
were put down just some hours before the starting of 
the shareholders' meeting called for mid March 2001. 
We deliberately did not wait for the result of the 
voting, the readers must obviously know about it. 
Clearly, whatever happens, the war will not be won in 
this battle. HP continues to be for many the symbol of 
creative thinking, entrepreneur attitude and human 
corporate culture,. Nevertheless, the world has 

changed dramatically around the company. Earlier, 
special and unique products are sold as mass goods in 
the supermarkets. Competition has been extended to 
the entire world, rigid economic rules are prevailing, 
there is a huge pressure to reduce the costs. It is 
increasingly difficult to find the means by which a 
company can protect itself. In the long run, the 
structures that simultaneously meet the requirements 
of engineering creativity, customer focus, economic 
rationality and human thinking, which are often in 
contradiction with each others, and which provide for 
stability in the shorter or longer run. 

The financial benefits of the fusion of two 
companies are easy to calculate for the experts. It is 
munch more difficult to asses the culture inside the 
company, the shocks people suffer and its 
consequences. „In fact the fight is on for the soul of 
Hewlett Packard" — Mr. Thomas J. Perkins — a 69-year 
old member of the Board of Directors told last 
December. 
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The Realization of DVB-T 

LOTHAR URMANN 

Spinner GMBH 

(x) 

In quite a number of countries terrestrial digital video 
broad casting (DVB-T) is about to be introduced, or 
operation of the first stations and chains have already 
started. The channel allocation which had been made for 
analogue television has been kept up. Since the channel 
bandwidth depends on the respective standard in use 
there are various DVB bandwidths. In Europe the 8 MHz 
channel bandwidth is common. The modulation method 
which is applied generates an out-of-band spectrum 
which must not reach the antenna without prior 
attenuation. Bandpass filters with high edge steepness 
are required to avoid mutual influence between channels 
and interference with existing wireless services. The 
out-of-band spectrum allowable for a transmitter is 
defined by masks (fig. 1) standardized by ETSI. 

F/gure 1. 

A distinction is made between critical and uncritical 
masks. The spectral masks describe the attenuation of 
the out-of-band radiation relative to the total DVB 
channel power capacity. For measurement purposes it 
makes more sense to define the power spectrum of a 
channel for a measurement bandwidth of 4 kHz. 

• Therefore there are representations in which the mask 
is shifted towards negative values by 

4a = 10*log (7600/4) = 32.8 dB 
7600kHz = effective channel band width 

Despite pre-equalisation measures in the 
transmitter the mask requirements can usually only be 
fulfilled if the filter pass band graph is adapted to the 
power spectrum of the respective transmitter. 

The 7.6 MHz multiplex DVB signal is formed by 
about 7600 carriers, so that short-term power peaks 
can occur which exceed the mean level by a factor of 
10. This is described by the crest factor. For the filters 
it means that the demands on electrical strength must 
be significantly higher than for analog transmission. 

Spinner established already in 1946 has been 
known to anybody as a leading international supplier of 
DVB combiners (also for adjacent channel operation), 
filters and accessories like patch panels, switches, 
loads, rigid lines and connectors. 

UHF DVB-T Dual Mode Waveguide Filters 

The filters are designed for 5 kW of DVB power.The 
Dual Mode waveguide filters are completely made of 
invar and feature an elliptic performance graph. The 
patented manufacturing process and the avoidance of 
flanges make for the superior temperature stability. 
Every filter is fully tunable through at least 4 channels, 
with the lowest attenuation achieved in the highest 
respective channel. Fig. 2 shows the effective 
attenuation (mean attenuation in the range of fo ± 3.8 
MHz) for 6 cavity filters. In addition to the 6 cavity filters 
for adjacent channel operation also 8-cavity filters (4 
physical resonators) are available for maintaining the 
critical mask. If tunability is not required (channel filter) 
the filter capability increases to 10 kW DVB, or to 20 
kW DVB power (with forced cooling). 

DVB-T combiners for VHF and UHF 

The DVB-T filters can be used to build 2-way or multiple 
combiners. We distinguish between constant 
impedance combiners (with directional couplers) and 
star point combiners. The principle of a constant 
impedance combiner is shown in fig. 3. The combiner 
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Figure 3. 
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Figure 2. 

consists of two DVB-T filters and two 3 dB couplers. 
These combiners can be adjusted to any desired 
channel combination by simply retuning both filters 
within the whole VHF resp. UHF frequency range (with 
coaxial filters) resp. within 4 channels (with Dual Mode 
filters) in the UHF range. The construction of a star point 
combiner is less complicated. The principle is shown in 
fig.4. Both channels first pass through a filter each and 
are then combined in the star point. The lengths L1 and 
L2 are designed for the respective channels. However, 
the channels must not be directly adjacent. 

Unlike a constant impedance combiner with 
directional couplers a star point combiner is usually not 
frequency tunable, i.e. it can only be used for the 
channels once selected. 
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~. 
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z 
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Figure 4. 

DVB-T adjacent channel mode with filter diplexers 
(see Fig.5) 

Signals arriving at the narrowband input 1 are split by 
the 3 dB coupler K1 so that equal amplitudes and a 90° 
phase difference are generated at filter inputs 2 and 3. 
Filters F1 and F2 are tuned to channel Km. The 3 dB 
coupler K2 units the signals again so that the 
attenuated input signal arrives at the antenna. The 
attenuation value is created by the insertion loss of the 
filter and the couplers. 

Signals which arrive at the diplexer via broadband 
input 6 are split by the 3 dB coupler K2 so that partial 
signals with equal amplitudes and a 90° phase 
difference are generated at filter inputs 4 and 5. In the 
event of channels Km and Kn not being directly 
neighbouring channels the filters F1 and F2 reflect 
almost 100% of both partial signals of the broadband 
signal. So the input signals are available again at 
antenna output 7 after attenuation by twice the 
coupler insertion loss. 

In neighbouring (adjacent) channel mode the 
frequency fno-3.8 is already near the transmission 
band of the filters F1 and F2, i.e. fmo+4.2. 

At this frequency the filters do not reflect the whole 
signal any more. Part of the input signal reaches 
absorber A via the filters. The factor besides the 
insertion loss of coupler K2 influencing the attenuation 
is no longer the filters insertion loss, but their 
reflection attenuation, which is due mismatching. This 
value is between 2.5 and 3 dB. 

Although this value is fairly high the effective 
attenuation for the broadband channel increases by 
merely 0.2 dB in comparison with non-neighbouring 
channel mode. 
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  The realization of DVB-T 

DVB-T combining network Bordeaux Bouliac (France) 

The most sophisticated DVB-T project was realised 
by Spinner for France last year. 

TDF needed a combiner network for its French TV-
Station in Bordeaux Bouliac in order to combine the 
3 existing analogue TV transmitters with 25 kW each 
and 6 additional DVB-T transmitters with 2.5 kW each. 

The major technical requirements were: 
• combining a total of 9 transmitters and radiation 

from two half antennas (ch 23 through ch 62) 
• the lowest possible attenuation loss for the 3 exis-

ting analogue transmitters 
• combination of adjacent channels 
• broadband UHF special 2-way splitter for waveguide 

input for 95 kW of effective input power with de-
coupled 6 1/8" coaxial outputs 

• remote switching between redundant systems with 
bridging feature to increase the system availability 

For this application Spinner had developed a 
combiner network concept irícluding two identical 
combiner paths, splitters and RF power switches, 
which allow regular operation as well as remote 
control switching to emergency operation. 

Technical details (see also block diagram): 
The total analogue transmitter power of 75 kW is 

routed through a special waveguide to the input of a 
2-way splitter, the outputs of which are de-coupled by 
20 dB. The balancing load required for de-coupling is 
cooled by a re-cooling aggregate included in the scope 
of delivery. 

Following that two 6 1/8" 2-way switches route the 
two partial signals via identical combiner paths to the 
half antennas. 

For the purpose of combining the DVB-T channel 
groups the individual directional coupler combiners 
were equipped with specially developed coaxial DVB-T 
filters in order to increase the bandwidth of the narrow 
band input to 32 MHz and 64 MHz, respectively. 

By combining channels in the upstream 2-way 
combiners and by feeding these channel groups into 
the narrow band input of the directional coupler 
combiners the number of the combiner steps in series 
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was reduced to no more than 4, and the attenuation 
loss could be reduced significantly. This design also 
facilitates all installation and tuning work. 

In order to increase availability the two identical 
combiner paths were equipped with a total of 8 coaxial 
2-way switches. They are used to transmit the overall 
signal via both half antennas in regular operation. 

In emergency operation 60% of the total power can be 
transmitted via one combiner path and one half antenna. 

A key requirement in the design of the combiner 
network was the demand for the same electrical 
length for all channels so that the total signal is 
radiated with identical phases. 

In the acceptance test the maximum phase shift 
measured was 3° between the combiner paths. 

(x) 
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HÍRADÁSTECHNIKA 

Internet Photonics has introduced video multiplexing and conversion gateways to extend legacy cable's 
infrastructure for video-on-demand and other narrowband services by converting signals between legacy 
Digital Broadcast Video-Asynchronous Serial Interface (DVB-ASI) protocol and Gigabit Ethernet. 

Political Leaders Must Address Information Society Issues 

Global Governance Framework for 'Cyberspace' to be issue at World Summit 
Geneva, 7 November 2002 — Despite the fact that activities based around the creation, processing and 

dissemination of information account for more than 80 per cent of employment in the developed world. 
Given that the information society covers virtually every aspect of our lives, Mr. Utsumi outlined what 

should be archieved by the World Summit on the Information Society, which is being organized by ITU under 
the auspices of UN Secretary-General, Kofi Annan. Utsumi noted the Summit is needed: 

- To raise awareness among political leaders, at the highest levels, of the implications of the information 
society and the opportunities and challenges it will bring in the area of economics, development and 
governance. 

- To tackle the injustice of the digital divide between developed and developing nations which is 
characterized by overcapacity, falling prices and profits for telecommunication operators and manufacturers 
in the developed world, while in parts of the developing world investment can't keep up with demand and 
millions of villages lack even a basic phone line. 

- To develop new legal and policy frameworks, appropriate to cyberspace, in order to guarantee 
fundamental human and intellectual rights while addressing issues such as cyber-crime, security, taxation, 
and privacy. 

The World Summit on the Infromation Society represents a unique opportunity to address these issues 
and to set the policy agenda for years to come. The unique 'two phase' structure of the Summit provides a 
chance to refine this policy agenda and its implementation. The first phase of the Summit will be in Geneva 
10 to 12 December 2003 and the second phase in Tunisia in 2005. 

In recent years, there have been many initiatives designed to tackle the digital divide number of these 
have been successful, we must seek new and innovative ways of mobilizing investment, by seeking a global 
perspective and securing justice. 

Sending messages to MMS-capable mobile phones is currently possible within the D2 and D1 networks 
in Germany. Furthermore, dispatch to mobile phones that are compatible with Nokia Smart Messaging is 
provided for in all four German networks. The partnership between the Californian-based company FunMail 
and conVISUAL, which started at the beginning of the year, has begun to bear fruit. FunMail's connections 
to the American film industry, its rights to use known characters such as Garfield and South Park, as well as 
its own designer pool, have assisted the company in successfully establishing its services worldwide. The 
messaging expert conVISUAL is FunMail's exclusive partner for promoting its services in Europe. 

60   LVII. VOLUME 2002/12 



Scientific Association for Infocommunications 

Tartalom 
Előszó 

MOBIL RENDSZEREK 

  1 

Gémesi Roland, Ivády Balázs, Zömbik László 
Mobil ad hoc (alkalmi) hálózatok biztonsága  2 

Csegedi Csaba, Imre Sándor, Schulcz Róbert, Vajda Szabolcs 
IP makromobilitás vizsgálata OMNeT++ szimulációs környezetben   9 

HÍVÁSENGEDÉLYEZÉS 

Levendovszky János, Kovács Lóránt, Oláh András, Varga Domonkos 
Egy új vakjel feldolgozási algoritmus dekorrelációhoz és több-felhasználós detektáláshoz   15 

Jakabfy Tamás, Szlávik Árpád, Seres Gergely 
Nagy eltérésen alapuló hívásengedélyezési algoritmus analitikus megközelítése   21 

KÉPÁTVITEL ÉS KÉPFELDOLGOZÁS 

Ifj. Ján Turán, Fazekas Kálmán, Ján Turán, L'ubos Ovseník 
Keverésen és MPEG4-en alapuló invariáns asszociatív képmemória   26 

Rastislav Lukác 
Irányfüggő rendstatisztika alkalmazása a zajos színszekvenciák újfajta zajtalanítási eljárása során  30 

TESZT RENDSZEREK 

Andriska Zoltán, Bátori Gábor, Dung Le Viet, Wu-Hen-Chang Antal és Dr. Csopaki Gyula 
Formális specifikáción alapuló, automatikus vizsgálat választás céljára szolgáló eszköz   37 

Ján Turán, L'ubos Ovseník, Eduard E Carome, Fazekas Kálmán 
Száloptikás refraktométer rendszer laboratóriumi berendezés típusok alkalmazásával   44 

Bőgel György 
Hewlett-Packard: az új évtized hajnalán   50 

Lothar Urmann 
A DVB-T megvalósítása   57 

Editorial Office Articles can be sent also to the 
Scientific Association for Infocommunications following address 
H-1055 Budapest, V., Kossuth Lajos tér 6-8. BME Department of Broadband Infocommunication 
Phone: 00 36 353 1027 • Fax: 00 36 353 0451 System 
e-mail: hte@mtesz.hu H-1111 Budapest, XI., Goldmann Gy. tér 3. 

Phone: 00 36 463 1559 • Fax: 00 36 463 3289 
Advertisement rates e-mail: zombory@mht.bme.hu 
1/1 (205 x 290 mm) 4C 120 000 Ft + áfa 
Borító 3 (205 x 290 mm) 4C 180 000 Ft + áfa Subscription 

Borító 4 (205 x 290 mm) 4C 240 000 Ft + áfa Scientific Association for Infocommunications 
H-1055 Budapest, V., Kossuth Lajos tér 6-8. 

Subscription rates for 2002 
Phone: 00 36 353 1027 • Fax: 00 36 353 0451 

12 issues 150 USD, single copies 15 USD 
e-mail: hte@mtesz.hu 

www.hte.hu 

Publisher: MÁRIA MÁTÉ 
Manager: András Dankó 

Design by: Kocsis és Szabó Kft. 
HU ISSN 0018-2028 

Printed by: Regiszter Kft. 



f,m 

❑ ~ o a m ~' ...,,.. ...a,,,a
.. eo 

• ' ~ ~ ~ ° , _ '•----•--- --- 
I ... _. . 
NAIa.r~TT I 
H.hna•pibnr.A•gte,.v...‚ I  . rtxkzM,r, .A.a,r..~~a,mr . . . . _... < 
Kaa.c.c•Xn.a.a~ . 
tnwyoau+l . .

‚ Ew Ste,Lesrds Udze, Kedyarcd E,tkorák Súod

~m '°° ~ • .~ ~ ~ ~ J z? ..: 'kmnVka'ür>.dm eí~n.tu0a VKtSe 'S • ~ I LeéMtBr Fw,iW Y,ndl•ty ra,aN Ked.wc,k MrAn~de EksAqac, 
t 

Lo, M 
. •wwrd.suueoe-AYtl.! ISJm~1~clMp~~a„a,awnsr.,pca. 

 

A.yp~eMnrANxO.uu..I  .  . '  

~.r~ .A.aa~mr.ab.s,.e w 'K~,.a/•' ,'. . ,~ • . 

..a.kYforüoubbAkei.n OI~7 jI /  
~7 . .. 

..A.raarezN.01'e.'I.IMa. ` - !~ ✓r.Qy  /ie 
..,.w,m.a.a,..nea 1 ~, k•~f,. ,<f ~ -  ~ •r: 

$•.pNuaa+oNa.m.ro _.+dtv.>✓1j✓~~; . .+ . . . ): a .. ti 

MagicBright 

M.y 

]SANSUNG . Nie,osoN uAaoet Explofm 

Products Support 

SAMSUNG At-a-Glance 

You un eesdy sun Ü 

+sent and future 
of 

.'t5UNG ‚J

DigitAll 

Szövegszerkesztés 

Varázslatos változatok. 
A SyncMaster MB monitorok MagicBright technológiájukkal gombnyo-
másra változtatnak a munkastílusodon. Szövegszerkesztés? Internet? Film? 
A Mágikusgagyogás varázsütésre biztosítja a felhasználás módjához leg-
inkább alkalmas fényerőt, kímélve ezzel szemeidet és kihozva a maximumot 
monitorodból. Három típus, egy árért? Kár lenne kihagyni. 

Develop auu Mwa ^as`s~-

For 
Naxt-GenerationNatMflss,. 

EUWo,wbaMwigr._, 

Internet 

SAMSUNG DIG ITril 
everyone's invited 

www.samsung.hu 


