




This is the first English language issue that was put to-
gether by the new Editorial Board appointed in July
this year. We thought that this issue would be a

good opportunity to introduce our colleagues to the inter-
national readers. We hope that most names sound fami-
liar to those working in the respective fields, not only in
Hungary but at international level, as well. 

• István Bartolits (National Communications Authority) 
– telecommunication management and regulation

• István Bársony (Research Institute for Technical
Physics and Material Science of the Hungarian 
Academy of Sciences) 
– new communication devices and technologies

• Levente Buttyán (Budapest Institute of Technology and
Economics – BUTE, Dept. of Telecommunications) 
– information security

• Erzsébet Gyôri (BUTE, Dept. of Telecommunications
and Media Informatics) 
– telecommunication software

• Sándor Imre (BUTE, Dept. of Telecommunications) 
– mobile comunications and computing

• Csaba Kántor (Hungarian Telecom) 
– satellite and space communications

• László Lois (BUTE, Dept. of Telecommunications) 
– multimedia communications

• Géza Németh (BUTE, Dept. of Telecom. and Media Inform.) 
– speech processing, service automation

• Géza Paksy (BUTE, Dept. of Telecom. and Media Inform.) 
– optical telecommunications

• Gergô Prazsák (National Council for Communications
and Information Technology) 
– society-related issues

• István Tétényi (Computer and Automation Institute of 
the Hungarian Academy of Sciences) 
– research networks and testbeds

• Gyula Veszely (BUTE, Dept. of Broadband Com.) 
– propagation, antennas, electromagnetic compatibility

• Lajos Vonderviszt (National Communications Authority)
– the Internet and WWW
The new Editorial Board would like to pay tribute to

György Lajtha who was editing our journal during the last
5 years. Professor Lajtha, the always youthful “great se-
nior” of telecommunications, has played a critical role in
renewing our journal and maintaining its quality over
these years. His unprecedented professional experience
and never ceasing interest in all areas of the wide scope
of our journal made it possible to develop its  technical le-
vel and bring its content to a wide comunity of readers.
We can only hope that Prof. Lajtha will stay with us by
giving valuable advice, and – needless to say – we’ll
gladly publish his papers!

The present issue contains English versions of review-
ed research papers, selected from the preceeding five

Hungarian issues. We intend to continue with this practi-
ce, but we also welcome submissions intended directly for
the English issues. We also hope we will be able to gra-
dually increase their number from two per year to maybe
four per year, yielding to shorter waiting times for those
wishing to submit their results for these issues. Now let us
briefly introduce the papers selected for this English issue. 

Horváth and Telek investigate the class based we-
ighted fair queueing (WFQ) used to model a number  of
computer and communication systems and present a
very simple approach that provides a fast approximation
for the queue length and waiting time measures.

Data mining is an area of increasing importance, with
it’s goal to extract implicit, unknown and useful informa-
tion from large data sets. Neural networks can be effecti-
vely used for nonlinear function approximation (regres-
sion) problems. The paper of Valyon and Horváth deals
with some special types of networks, namely Support
Vector Machines.

QoS requirements toward VoIP services necessitate
adequate Operations and Maintenance (OAM) support,
as well as a specialized fault management system. The
study of Varga et al describes a complex fault manage-
ment system customized for VoIP service providers.

In the paper by Buchholcz et al, we propose a new
TCP variant (called TCP-ELN) which is capable to consi-
derably improve the transfer rate over radio channels. 

The paper of Hottmar deals with modelling of double-
processor system by closed service network, presents a
queueing system as a method of modelling and analyses
the performance and quantifies the time characteristics of
the processor systems.

Rónai et al propose a middleware called MAIPAN that
provides a uniform computing environment for creating
dynamically changing personal area networks (PANs). In
this  solution  session transfers and dynamic session ma-
nagement are tightly integrated with strong and intuitive
access control security.

The paper by Lois et al deals with multi-view video en-
coding and presentation. Based on the OpenGL system,
the authors present a Depth Image-base Representation
(DIBR) method to render an image from several existing
reference pictures in a multi-view environment.

The provision of the sophisticated mobile services over
IPv6 requires efficient transport protocols. The paper by
Gál et al investigates the effect of mobility on the TCPv6
and UDPv6 protocols using comparative measurements.

Lastly, we would like to use this opportunity to wish a
Happy and Prosperous New Year to our authors, review-
ers and readers!

László Zombory Csaba A. Szabó
President of the Editorial Board Editor-in-Chief

VOLUME LX. • 2005/12 1

Welcome
szabo@hit.bme.hu



1. Introduction

Class based weighted fair queueing is a service policy
in multi-class systems. Consider a service station that
provides its resources for customers belonging to diffe-
rent classes. The customers inside a class are waiting
in an FCFS manner for their service. There are weights
assigned to each class. The ratio of server capacity
available for a class is given by the ratio of weights of
the classes that are “active” (there are customers wait-
ing in the queue belonging to that class). So the “im-
portance” of the customers is regulated by the weight
assigned to their class. 

If the customer arrivals are according to Poisson
processes, and service times are exponentially distribu-
ted, the system can be modeled by a “two dimensional”
Markov chain.

There were many methods proposed to give the so-
lution of this Markov chain. First we list numerical solu-
tions. In [1],[2] the authors consider the same problem,
but they call this kind of system Coupled Processor Mo-
del. They express the steady state probabilities of the
two dimensional Markov chain as a power series of the
load, and give a recursive way to compute the coeffi-
cients of the powers. With that approach only a few
number of classes can be handled (2-3), and as the load
tends to 1 a large number of coefficients have to be com-
puted to reach a given accuracy. 

An other approach ([3]) approximates the infinite
model with a finite one, and uses a kind of Gaussian
elimination to solve the finite Markov chain. During the
Gaussian elimination the structure of the system is ex-
ploited, and reasonable speedup is achieved. But
again, if the load is high, the reduced finite Markov chain
has too many states and speed decreases fast.

In [4] the authors provide the generating function of
the two dimensional Markov chain. The result is a two-
variable complex (actually analytical) function, where
the problem is to determine the one dimensional boun-

dary generating functions. This gives the difficulty of
this approach, since it needs Wiener-Hopf factorization. 

In this paper we consider a two-class system, how-
ever the approach itself can be extended to more clas-
ses as well. Contrary to the solutions mentioned above,
the arrival intervals and service times are given with two
moments. Using this input two moments of the waiting
time are approximated.

2. Concept of the Approximation

The concept is to approximate the 2-queue system as
if the queues were separated, and construct a service
process for each that approximately imitates the beha-
viour of the original server (see Figure 1).

Figure 1.Separation of the customer classes

For example looking at queue 1 the server capacity
is changing between the full capacity (C) and decre-
ased capacity (according to the ratio of weights) de-
pending on whether queue 2 is idle or busy. So the
idea is simple: let’s characterize the busy period process
of queue 2, and construct a modulated server process
for queue 1 where the modulation of the server is given
by the busy period process of queue 2 (see Figure 2).

As soon as the servers are separated, the queues
are modeled by quasi birth-death processes (QBDs),
and solved using matrix geometric techniques. In the
Markov chain that models a queue the states are dup-
licated, corresponding to the idle or busy state of the
other queue. In one state the customers can use the
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full server capacity, in the other they receive reduced
service rate according to weights. Figure 3 shows the
macro-structure of the Markov chain.

Figure 2. The modulation in the service process

Figure 3. Structure of the approximating Markov chain

Before going into technical details, we summarize the
steps of the algorithm to help understanding its structure.

• Construct PH representation of the arrival and ser-
vice processes. The PH representation enables
the use of matrix geometric methods. 

• Compute the length of the busy periods. This step
will produce the parameters of 4 PH random varia-
bles, since the computation detailed in that sec-
tion has to be performed for queue 1 and queue
2, beside full capacity service and beside reduced
capacity service.

• Construct the QBD that models queue 1 (depicted
by Figure 3) and compute the waiting time para-
meters. Do the same for queue 2.

A. Arrival and Service
There are two classes. Measures and notations as-

sociated to class i are denoted by superscript (i). The
arrival process is characterized by the arrival intensity
λ(i) and the squared coefficient of variation of the inter
-arrival times c 2

A
(i). Based on these two moments a se-

cond order acyclic phase type distribution (APH, [6]) is
constructed having the same moments. This PH ran-
dom variable is described by its transient generator
matrix D(i), the vector of absorbing transitions d(i), and
initial probability vector δ(i). It is easy to check that the
following PH random variable has the proper moments:

The length of the job brought by the customers is
characterized by its mean ml

(i) and squared coefficient
of variation cl

(i). Instead of these measures we compu-
te and use the service rate and its squared coefficient
of variation of the queues, assuming full capacity (other
queue is idle):

and assuming reduced capacity (other queue is
busy):

where C denotes the server capacity and wi deno-
tes the weight assigned to class i.

Again, as above, a PH distribution is constructed
from these parameters: 

For the reduced capacity case (Sr
(i), sr

(i), σr
(i)) are

constructed similarly.

B. Busy Period
Let us look at Figure 3 again. The transitions rela-

ted to arrivals and services are already described, by
PH distributions (see the last section). What is still mis-
sing is the busy period computation. We will compute
two moments of the busy period of the queues as if
they were isolated (without the impact of the presence
of the other queue), beside full and reduced server ca-
pacity. 

We have PH arrival and service process, so the Mar-
kov chain model of the queues in isolation has a spe-
cial block-tri-diagonal, a so-called QBD structure:

The blocks of the generator of queue i with full ser-
ver capacity are the following (see [6]):

An Approximate Analysis of Two Class WFQ Systems
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The blocks assuming reduced capacity are obtai-
ned similarly. To compute the kth moment of the busy
period (        ) generated by an arrival the following equ-
ation has to be solved:

where          satisfies the following matrix equation:

The 0th derivative of          at s=0 leads to the fun-
damental matrix geometric equation (for matrix G), see
for example [6]. For the first derivative we have the fol-
lowing implicit equation:

which we solved by a fix point iteration.
In our approximation only two moments are utilized,

they are the following (from the definition, after some
algebra):

Having these two moments the same PH fitting is
performed like before, with the parameters of the obtai-
ned PH distribution denoted by Bƒ

(i), bƒ
(i), βƒ

(i).
To build up the Markov chain of Figure 3, we will al-

so need the phase probability vector of the arrival pro-
cess at the moment when the busy period finishes.
This is computed as:

C. Queue Model
Now, we construct the block matrices of the QBD

modeling queue i (its structure is depicted in Figure 3).
The index of the other queue will be denoted by j (thus,
if i=1 then j=2 and vice versa). As seen in Figure 3, the
state space is divided into two parts. 

In the upper part, where the other queue is idle,
queue i receives full service capacity. In this part of the
state space, one has to keep track (1) the phase of the
arrival process of queue i, (2) the phase of service pro-

cess of queue i, and (3) the phase of arrival process of
queue j.

When a class j customer appears, the capacity of
the server is shared between the two classes according
to the weights. Thus, the arrival of a class j customer
drives the Markov chain to the lower part. In this part
phases (1) and (2) have to be kept track too, but the
phase of the busy period of queue j has to be kept
track instead of the phase of its arrival process. This
behavior is reflected in the definition of the block matri-
ces of the QBD:

The irregular matrices at level 0 are the following: 

The number of phases is 16, so the classical QBD
solver algorithms can provide the steady state probabi-
lities and waiting times quickly (see [6]).

3. Numerical Results

Below, we evaluate two examples to demonstrate the
algorithm. In case 1 the moments of the job size of the
two classes are similar and in the second case, the job
size of customers of class 2 is 10 times longer.

The plots contain the results of both the analysis
and discrete event simulation to allow the evaluation of
the accuracy of the presented approximation.

Example 1.
On the first pair of plots the waiting time moments

are depicted as a function of the load of class 1 (Figu-
re 4 and 5). As it is expected we obtained that the me-
an waiting time increases while its squared coefficient
of variation decreases with increasing load.

The second scenario investigates the influence of
job size variance. In the next two plots the squared co-
efficient of variation of the inter arrival and service times
are changed, and again two moments of the waiting ti-
mes are captured (Figures 6, 7, 8 and 9). According to
the results (both simulation and analysis) the incre-
asing variance does only have a very small impact on
the waiting time of the other queue.

HÍRADÁSTECHNIKA
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Figure 8.  Mean waiting time vs. the squared coeff ic ient
of variation of the class 1 inter-arrival t ime

Finally, the waiting time is depicted as a function of
the weight (Figures 10 and 11). Weight 0 means that
the other queue has preemptive priority over the corre-
sponding one. The results reflect this behavior.

Example 2.
In this case the mean job size of class 2 customers

is 10 times larger. The first figure (Figure 12) shows the

waiting time as a function of the load. Even when the
‘large job’ (class 2) queue is overloaded, customers in
class 1 get their guaranteed service, as it is indicated
by its low waiting time. 

Figures 14, 15, 16 and 17 show the effect of the va-
riance on the waiting time. The simulation results show
again that the waiting time of queue 2 does not get
worse when increasing the variance of the inter arrival

An Approximate Analysis of Two Class WFQ Systems
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Figure 4.  Mean wait ing t ime vs. class 1 arrival rate

Figure 6.  Mean waiting time vs. the squared coefficient of
variation of the class 1 service time

Figure 5.  Squared coefficient of variation of 
the wait ing t ime vs. class 1 arrival rate

Figure 7.  Squared coefficient of variation of the waiting
time vs. the squared coefficient of variation of
the class 1 service t ime

Figure 9.  Squared coefficient of variation of the waiting
time vs. the squared coefficient of variation of
the class 1 inter-arrival t ime



or the service time of queue 1. The analysis shows a
little correlation, but the difference from simulation re-
mains reasonable.

In Figures 18 and 19, the weight of class 1 is chan-
ged. This case provides the worst approximation. We
obtain reasonable differences with respect to the mean
waiting time, but the squared coefficient of variation dif-
ference grows to 20%.

4. Conclusion

In this paper we presented an approximate performan-
ce analysis method for the two class weighted fair qu-
eueing system. 

After the simplification of the structure of the Markov
chain, we solved the upcoming queueing problem by
matrix geometric methods. The advantage of our me-

HÍRADÁSTECHNIKA
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Figure 10.  Mean waiting time vs. the weight of class 1

Figure 12.  Mean waiting time vs. class 2 arrival rate

Figure 11.  Squared coefficient of variation of the waiting
time vs. the weight of class 1

Figure 13.  Squared coefficient of variation of the waiting
time vs. class 1 arr ival rate

Figure 15.  Squared coefficient of variation of the waiting
time vs. the squared coefficient of variation
of the class 1 inter-arrival t ime

Figure 14.  Mean waiting time vs. the squared coeff ic ient
of variation of the class 1 inter-arrival t ime



thod is that its computation complexity is very low; and
it is more general than most of the methods published
so far since it also takes the variance of the arrival and
service times in consideration.

We evaluated two numerical examples to examine
the accuracy of the approximation exhaustively. In most
of the cases the results were very close to the ones ob-
tained by simulation. 

The largest gap (15-20%) was experienced in the
squared coefficient of variation of the waiting time, how-
ever we got reasonably good approximation for the
mean waiting time in all of the cases.
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1. Introduction

Most of the real-life problems concern very complex
systems, whose exact properties, inside functioning
and operation are unknown. Such problems are often
found in the field of medical research and diagnosis, in
industrial and economic problems, etc. During the ope-
ration of such systems a large number of input and out-
put data samples may be collected, which can be pro-
cessed to extract knowledge or to create a model of
the system. This is called black-box modeling.

The goal of data mining is to extract implicit, previo-
usly unknown and useful information from large data
sets accumulated in databases or data warehouses.

The tools most commonly used in data mining con-
tain many different soft computing techniques, inclusi-
ve of neural networks [1],[2]. Neural networks can be
effectively used for nonlinear function approximation
(regression) problems. This paper deals with some spe-
cial types of networks, namely Support Vector Machi-
nes [3],[4]. The main idea of support vector machines
is to map the complex nonlinear primal problem – or to
be exact, the data samples – with the use of nonlinear
transformations into a higher dimensional space, where
a linear solution can be found.

The main advantage of this method is that it gua-
rantees an upper limit on the generalization error of the
resulting model. Another important property of the met-
hod is that the training algorithm seeks to minimize the
model size and creates a sparse model. This is a trade-
off problem between model complexity and the appro-
ximation error that can be is controlled by a hyper pa-
rameter. 

The biggest problem with the traditional SVM is its
high algorithmic complexity and memory requirement,

caused by the use of a quadratic programming. This
shuts out large datasets and data mining. Many diffe-
rent solutions have been introduced to overcome this
problem. These are mostly iterative solutions, breaking
down the large optimization problem into a series of
smaller tasks. The different “chunking” algorithms differ
in the way they decompose the problem [5-7].

Another possibility to use the Least Squares Sup-
port Vector Machine, where the algorithmic problems
are tackled by replacing quadratic programming by a
simple matrix inversion. The price paid for this simplicity
is the loss of sparseness, thus all samples are embodi-
ed in the resulting – and, therefore, large – model.

Data mining problems incorporate very large data
sets; therefore it is extremely important that – in con-
trast to traditional LS-SVM – the size of the resulting
model must be independent of the training set size.

In the sequel, we propose some modifications for
the LS-SVM that allows us to control the network size,
while at the same time they simplify the formulations,
speed up the calculations and/or provide better results.

In the field of black-box modeling, there are two ge-
neral problem types that must be discussed: (a) func-
tion approximation (regression), and in case of dynamic
systems (b) time series prediction.

Function approximation
The available data set is analyzed to find, and de-

termine mathematical relations among them. In case of
N p-dimensional samples one must find how one of the
variables (which is mostly the known output) depends
on the p-1 others (or any subset of them). In this case
there is no ordering (sequence – e.g. time) in the data,
the system is expected to be static, thus the output de-
pends only on the actual inputs.
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Time series prediction
It is assumed, that the system has a memory (e.g. it

contains feedback connections), so it is dynamic. This
means that in time series prediction problems, the input
and output data must have an ordering and the model
constructed should represent the dynamics of the pro-
cess. This way a proper model can continue a data se-
ries by predicting the future values. 

This problem can be generalized, since the predic-
tion may be done along any variable (not only the ti-
me). Most of the real life systems are dynamic, where
the output depends not only on the inputs, but the cur-
rent state of the system. This case can also be hand-
led as a regression (function approximation), but the in-
put variables are extended to include earlier inputs
and/or outputs.

Section 2 shows a common way to convert a time
series prediction problem to a function approximation
one. Section 3 describes the LS-SVM regression, and
the proposed LS-LS-SVM (the LS2-SVM). Section 4 of
this paper contains some experiments and then finally
the conclusions are drawn.

2. Creating a data set
for dynamic problems

In a time series prediction problem, a series of output
values changing in time must be predicted, based on
some earlier values and sometimes some other inputs.
In cases like this, the approximating model must also
have some dynamics. The easiest way to achieve this
is to take a (usually nonlinear) static model and extend
it with some dynamic components (e.g. delays or feed-
back paths). Probably the most common solution for
adding external dynamic components is the use of tap-
ped delay lines, as shown below.

Figure 1. A static system that is made dynamic by delays

As it can be seen in the figure, the static system can
be made dynamic, by extending the inputs with delays.
The N dimensional x vectors are expanded to N+K di-
mensions, by incorporating certain past input and out-
put values in the new model input.

(1)
Where

The method described above is very general, since
it allows different delays for all inputs and the output. In
practice this is usually simplified:

– by the use of the same delays for 
all input components,

– by using a sliding window (e.g. the last n samples) 
instead of custom delays,

With the use of this extended input vector, the origi-
nally dynamic problem can be handled by a static reg-
ression. After training in the recall phase the model’s
output is also calculated based on an extended input
vector. This means that the result must be calculated
iteratively, since the previous results may be needed as
an input to predict the next output.

3. Function approximation

There are a large number of different methods for func-
tion approximation. These methods can be organized
by many different aspects, but based on the field of
use and the implementation, the following characteriza-
tion is emphasized:

• Linear regression
• Non-linear regression
This categorization is especially important, because

the kernel based methods discussed here transform
the nonlinear regression problem to address it in a line-
ar manner as a much easier linear regression. 

The problem is the following in both cases: 

Given the training data set, where            re-
presents a p-dimensional input vector and         is the
scalar target output, our goal is to construct a y = ƒ(x)
function, which represents the dependence of the out-
put di on the input xi.

Besides the well known analytic methods (line-
ar/polynomial regression, splines etc.), the function ap-
proximation problem can also be solved by neural net-
works [1],[2]. The described LS-SVM can be conside-
red as a special kind of neural solution [8]. 

As mentioned earlier, Support Vector Machines use
nonlinear transformations to transform the input sam-

Least Squares Support Vector Machines...

VOLUME LX. • 2005/12 9



ples to a higher dimensional space, where a linear so-
lution is constructed. Whilst doing this, the SVM selects
a subset of the samples – the support vectors – as re-
levant for the solution and discards the rest. This pro-
perty is called sparseness [9]. 

In order to simplify the calculations, the LS-SVM
sacrifices this, therefore its model is often unnecessa-
rily large. In this paper a reduction method is proposed,
which enables us to achieve a sparse solution, while at
the same time the algorithmic complexity is further redu-
ced [10],[11].

3.1. LS-SVM regression

The Least Squares SVM (LS-SVM) is a modification
of Vapnik’s traditional Support Vector Machines (SVMs)
[3]. In this formulation the solution is obtained by sol-
ving a linear set of equations, instead of solving a qu-
adratic programming problem involved by standard
SVM. The main advantage of this is that algorithmic
complexity is reduced.

The solution is formed                      , ,
where                       is a mostly non-linear function,

which maps the input data into a higher – possibly infi-
nite – dimensional feature space. The data is transfor-
med into a higher dimensional space, where the solu-
tion is calculated according to the (w and b) parameters
resulting from the linear solution of the training. To mi-
nimize the generalization error, an additional constraint
– the minimization of the length of w, that is wT w – is
introduced.

The optimization problem and the inequality con-
straints are defined by the following equations (i =
1,...,N ):

(2)

The C ∈ ℜ + is the trade-off parameter between a
smoother solution, and training errors. From this, a La-
grangian is formed (3):

The solution concludes in a constrained optimiza-
tion, where the conditions for optimality lead to the fol-
lowing overall solution:

(4)

where Κ(xi,xj) is the kernel function, and ΩΩ is the
kernel matrix. 

The result is:

(5)

Where αk and b come from the solution of Eq. 5. It
can be seen that the achieved solution is linear but the
nonlinear mapping is replaced by a new K (.,xi) kernel
function, which is obtained as the dot product of the
ϕ(.)-s.

The training of a support vector machine is a series
of mathematical calculations, but the equation used for
determining the machine’s answer for a given input re-
presents similar calculations as those of a one hidden
layer neural network. Although in practice SVMs are rar-
ely formulated as actual networks, this neural interpreta-
tion is important, because it provides an easier discussion
framework than the purely mathematical point of view. Fi-
gure 2 illustrates the neural interpretation of an SVM.

Figure. 2.  A neural network that corresponds to an SVM

The input is an M-dimensional vector. The hidden
layer implements the mapping from the input space in-
to the kernel space, where the number of hidden neu-
rons equals to the number of selected training sam-
ples, the support vectors. In this interpretation, the net-
work size of a standard SVM – because of the sparse-
ness of this solution – is determined by the number of
support vectors, which is usually much smaller than the
number of all training samples (in case of LS-SVM the
number of neurons equals to the number of training
samples N).

The response of the network (y) is the weighted
sum of the hidden neurons’ outputs, where the α i
weights are the calculated Lagrange multipliers. 

3.2. LS2-SVM regression

The main goal of an LS2-SVM is to reduce model
complexity, to reduce the number of neurons in the hid-
den layer. As a side effect, the algorithmic complexity of
the required calculation is also reduced.

The starting point of the new method is Eq. 4 which
is modified by the following two steps: (i) The first step
reformulates the LS-SVM solution to use only a subset
of the training samples as “support vectors’. We also
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show that the resulting overdetermined system can still
be solved. (ii) In the second step an automatic “support
vector” selection method is proposed. 

Using an overdetermined equation set
If the training set consists of N samples, then our

original linear equation set will have (N+1) unknowns,
the α i-s and b, (N+1) equations and (N+1)2 coefficients.
These factors are mainly the values of the K(xi,xj) i,j =
1,...,N kernel function calculated for every combination
of the training input pairs. The cardinality of the training
set therefore determines the size of the kernel matrix,
which plays a major part in the solution, as algorithmic
complexity; the complexity of the result etc. depends
on this. 

Let’s take a closer look at the linear equation set
describing the regression problem. The first row means:

(6)

and the j-th row stands for the: 

(7)
condition.

To reduce the equation set, columns and/or rows may
be omitted. 

• If the k-th column is left out, then the corresponding
αk is also deleted, therefore the resulting model will
be smaller. The           condition automatically
adapts, 
since the remaining α-s will still add up to zero.

• If the j-th row is deleted, then the condition defined 
by the (xj,dj) training sample is lost, because the j-
th equation is removed. 
The most important component of the main matrix is

the ΩΩ+C – 1
I kernel matrix; its elements are the results of

the kernel function for pairs of training inputs (Ωi , j=
Κ(xi,xj)).To reduce the number of elements in ΩΩ, one
column, one row, or both (a column and a correspon-
ding row) may be eliminated. The rows, however, repre-
sent the constraints (input-output relations) that the so-
lution must satisfy. The following two reduction techni-
ques can be used on the regularized ΩΩ+C – 1

I matrix:
Traditional full reduction – a training sample (xk,dk)

is fully omitted, therefore both the column and the row
corresponding to this sample are eliminated. The next
equation demonstrates how the equation changes by
fully omitting some training points. The deleted ele-
ments are colored grey.

(8)

In this case, however, reduction also means that the
knowledge represented by the numerous other samples
are lost. This is exactly the case in traditional LS-SVM
pruning since pruning iteratively omits some training
points. The information embodied in these points is en-
tirely lost. To avoid this information loss, one may use
the technique referred here as partial reduction.

Proposed partial reduction – a training sample
(xj,dj) is only partially omitted, by eliminating the corre-
sponding j-th column, but keeping the j-th row. The cor-
responding input-output relation is still in effect, which
means that the weighted sum of that row should still
meet the dj (regression) goal, as closely as possible.

By selecting some (e.g. M, M < N) vectors as “sup-
port vectors”, the number of columns is reduced, resul-
ting in more equations than unknowns. The effect of
this reduction is shown in the next equation, where the
removed elements are colored grey.

(9)

As a consequence of partial reduction, our equa-
tion set becomes overdetermined, which can be solved
as a linear least-squares problem, consisting of only
(M+1)x(N+1) coefficients. Let’s simplify the notations of
our main equation as follows:

(10)

then the solution will be

(11)

The omission of columns with keeping the rows me-
ans that the network size is reduced; still all the known
constraints are taken into consideration. This is the key
concept of keeping the quality, while the equation set
is simplified.

The modified, reduced LS-SVM equation set is sol-
ved in a least squares sense, therefore we call this met-
hod Least Squares LS-SVM or shortly LS2-SVM. This
proposition resembles to the basis of the Reduced Sup-
port Vector Machines (RSVM) introduced for standard
SVM in [12]. The RSVM also selects a subset of the
samples as possible delegates to be support vectors,
but the selection method, the solution applied and the
purpose of this reduction differs from the propositions
presented. Since SVM is inherently sparse, the purpo-
se of this selection is to reduce the algorithmic comple-
xity, while our main goal is to achieve a sparse LS-SVM.

Selecting support vectors
To achieve sparseness by the above described par-

tial reduction, the linear equation set has to be redu-

Least Squares Support Vector Machines...
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ced in such a way, that the solution of this reduced
(overdetermined) problem is the closest to what the ori-
ginal solution would be.

As the matrix is formed from columns, we can select
a linearly independent subset of column vectors and
omit all others, which can be formed as linear combina-
tions of the selected ones. This can be done by finding
a “basis” (the quote indicates, that this basis is only true
under certain conditions defined later) of the coefficient
matrix, because the basis is by definition the smallest
set of vectors that can solve the problem. The linear
dependence discussed here, does not mean exact li-
near dependence, because the method uses an ad-
justable tolerance value when determining the “resem-
blance” (parallelism) of the column vectors. The use of
this tolerance value is essential, because none of the
columns of the coefficient matrix will likely be exactly
dependent (parallel). 

The tolerance parameter indirectly controls the num-
ber of resulting basis vectors (M). This number does not
really depend on the number of training samples (N),
but only on the problem, since M only depends on the
number of linearly independent columns. In practice it
means that if the complexity of a problem requires M
neurons, then no matter how many training samples
are presented, the size of the resulting network does
not change.

The reduction is achieved as a part of transforming
the AT matrix into reduced row echelon form, using a
slight modification of Gauss-Jordan elimination with par-
tial pivoting [13],[14]. 

The algorithm uses elementary row operations:
• Interchange of two rows.
• Multiply one row by a nonzero number.
• Add a multiple of one row to 

a different row.
The algorithm goes as follows:

1. Work along the main diagonal of 
the matrix starting at row one, 
column one (i-row index, j-column index).

2. Determine the largest element p in 
column j with row index i ≥ j.

3. If p ≤ ε’ (where ε’ is the tolerance parameter)
then zero out the elements in the j-th column
with index i ≥ j ; else remember the column
index (j) because we found a basis vector 
(support vector). If necessary move the row, 
to have the pivot element in the diagonal
and divide the row with the pivot element p. 
Subtract the right amount of this row from all
rows below this element, to make their 
entries in the j-th column zero.

4. Step forward to the next diagonal element 
(i = i +1, j = j +1). Go to step 2.

This method returns a list of the column vectors
which are linearly independent form the others
considering a tolerance ε’.

The problem of choosing a proper ε’ resembles
the selection of Vapnik’s SVM hyper-parameters,

like of C, ε and the kernel parameters. One possibility
is to use cross-validation. With a larger tolerance value,
we can achieve smaller networks, but consequently the
error of the estimation grows.

It is easy to see that the selection of the ε’ toleran-
ce is a trade-off problem between network size and
performance. It is also important to emphasize that by
using 0 tolerance, LS2-SVM and LS-SVM are equiva-
lent, since all of the input samples will be kept by the
described selection method.

4. Experiments

The results will be demonstrated on the most commonly
used benchmark problem in the literature of LS-SVM.
Most of the experiments where done with the sinc(x)
function in the [-10,10] domain. The kernel is Gaussian
like (RBF kernel), where σ = π. The tolerance (ε’) is set
to 0.2 and C =100. 

The samples are corrupted by additive Gaussian
output noise of zero mean and standard deviation of
0.1.

First the effects of partial reduction are examined.
This is extended with the automatic selection method.
The same problem is used to compare the described
methods to the original solutions (LS-SVM and pruned
LS-SVM), but a more complex time series prediction
problem – the Mackey-Glass chaotic time series predic-
tion problem – is also described.

To compare the reduction methods first an extre-
mely simple support vector selection method is applied:
every forth input is chosen from the 40 samples (the 40
sample points are randomly selected from the domain).
Figure 3 shows the result of the partial- and the full re-
duction plotted together, along with the original – unre-
duced – LS-SVM.

Figure 3. 
The different reduction methods plotted together
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It can be seen that the partial reduction gave the
same quality result as the original LS-SVM, while in this
case the complexity is reduced to its one fourth. The
fully reduced solution is only influenced by the “support
vectors”, which can be easily seen on the figure. In this
case the resulting function is burdened with much more
error. 

The original unreduced LS-SVM almost exactly co-
vers the partial reductions’ dotted line (MSEpartial red.:
1.04x10-3, MSEfull red.: 6.43x10-3, MSELS-SVM: 1.44x10-3).

The “support vectors” may be selected automati-
cally, by the use of the proposed selection method. Fi-
gure 4 shows a solution that is based on the automati-
cally selected support vector set.

Figure 4. 
A partially reduced LS-SVM, where the support vectors
were selected by the proposed method (ε’= 0.2)

Since 40 samples were provided, the original net-
work would have 40 nonlinear neurons, while the redu-
ced net incorporates only 9. An even more appealing
property of the proposed solution is that the cardinality
of the support vector set is indeed independent from
the number of training samples. If the problem can be
solved with N neurons in the hidden layer, then no mat-
ter how many inputs are presented, the network size
should not change. 

The Table shows the number of “support vec-
tors” calculated by the algorithm for different tra-
ining set sizes of exactly the same problem (sinc(x)
with matching noise etc. parameters). The mean
square errors tested for 100 noise-free samples
are also shown. It can be seen that by increasing
the number of training samples, the error decre-
ases – as expected –, but the network size does
not change significantly.

The next figure (Figure 5) shows a solution to
the widely used Mackey-Glass time series predic-
tion problem. In the prediction we have used the
[-6,-12,-18,-24] delays, thus the x(t) value of the
t-th time instant is approximated by four past valu-
es (in Mackey-Glass process, there is no input –
the output only depends on the past values). In
this experiment the training is done by using 500
training samples. 

This experiment shows that the above/descri-
bed solution along with LS-SVM regression is appli-
cable to solve time series prediction problems.

5. Summary

In this paper, the possibilities of data mining applica-
tions of LS-SVMs are investigated. We have shown the
original formulation of LS-SVM and proposed some

Least Squares Support Vector Machines...
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The number of 

support vectors, 
and the mean squared error 

calculated for 
d i fferent training set sizes 
of the same problem using

the proposed methods 
(the tolerance was 

set to 0.25)

Figure 5. 
An LS-SVM approximation of the Mackey-Glass time 

series predict ion problem



modifications to extend it, in order to achieve a small,
sparse model, even in the case of large datasets. This
paper also shows a simple method to solve a time se-
ries prediction problem through simple static regres-
sion, which can be solved by analytic methods, or by
the neural model (e. g. the described LS-SVM).

The described methods can be used for a wide
range of problems; therefore they provide an efficient
tool for a large number of research or real-life problems.
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1. Introduction

Voice over IP (VoIP) services are employed not only in
cases when we run the VoIP client on our Internet-ca-
pable computer to make a phone call. There are num-
erous hidden or unnoticed cases of VoIP usage – even
when we initiate a simple call from our desk phone.
Achieving a certain quality with the calls carried by Vo-
IP networks require careful network planning and – on-
ce the service is operational – effective execution of
operations and maintenance tasks. 

The operation of VoIP services with high availability
over a carrier network requires a complex Fault Mana-
gement System (FMS) to be running. This paper desc-
ribes an FMS supporting VoIP services-related Opera-
tions and Maintenance (OAM), covering VoIP network-
related OAM issues, too. Overcoming faults related to
QoS of the VoIP service is the task of the service pro-
vider, whereas handling carrier errors is the task of the
network operator.

During the continuous detection and collection of
events arriving from the managed objects, the FMS is
able to filter the alarming events, to find their original
sources (root cause) and to suggest corrective actions.
This way the job of the operating personnel gets signi-
ficantly simplified, although it never gets superfluous,
since the detection and elimination of complex faults
still remains their major role. 

QoS measures of a VoIP service can be degraded
by the faults originated from the network element er-
rors, the misbehavior of the IP network as a managed
object and the malfunction of VoIP-related applica-
tions, too. Any status-change of the above entities can
generate “normal” or “alarming” event reports, which ar-
rive to the FMS. Evaluating the standalone event re-
ports would not allow the FMS to grade the event in qu-
estion. In most fortunate cases the report could be ex-

plicitly alarming, describing the exact root cause, but in
the majority of the cases it only reports about propaga-
tion or a side effect of an error – not to mention the
cases where event reports describe normal and harm-
less status changes. Since managed objects can re-
port events about different representations of the very
same fault, the data to be analyzed by event proces-
sing is redundant. Finding the root cause of the fault
from this redundant data is quite a challenging job. 

Fault Management itself is the process of elimina-
ting the alarms through the steps of event detection,
alarm processing and correlation, root cause analysis
and fault correction. During event detection the reports
of the various event sources get collected together,
and transformed to a common format that is easy to
process. This set of events gets processed by filtering
algorithms (tailored to reduce the number of alarms),
event correlation and trend analysis methods (introdu-
ced to provide new, more descriptive alarms). The out-
puts of event processing are alarm notifications
(alarms). Each of these alarms describes a specific er-
ror, being a subject of the root cause analysis (RCA).
The automated Fault Management process results a
suggestion for corrective actions. In the sequel, we
specify the requirements set toward the mentioned
Fault Management steps, together with their design
considerations.

In the telecommunications field one of the classic,
best documented, complex Fault Management framew-
ork is TMN (Telecommunications Network Management)
[11]. This has been enriched with some novel ideas
while being applied to Hungarian conditions. This TMN
adaptation is described in [12]. The drawback of these
systems is their hierarchical setup, which makes them
inflexible and ineffective for networks suffering from fre-
quent topology changes. This disadvantage puts them
out of the picture when choosing the FMS solution for
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rapidly changing networks. A brief description of tradi-
tional Fault Management frameworks as well as mo-
dern root cause analysis methods can be found in [6].

The prototype of our VoIP Fault Management fra-
mework has been run at the Department of Telecom-
munications and Media Informatics of BUTE. The sys-
tem planning, development and installation has been
carried out with the kind help of Ericsson Hungary and
Kovax’95 Ltd. The call data record (CDR) evaluation
theories had been verified by using anonymized CDRs
from the VoIP network of NIIF, Hungary. The descrip-
tion of our FMS framework and the corresponding
event processing methodology was presented at the
workshop [10], too. 

2. Fault Management

A complex FMS should cover the following functionalities:
– detects and stores the event and 

alarm notifications,
– supports filtering the alarm notifications,
– initiates diagnostic checks to find out 

root causes of errors, suggests corrective actions.
The FMS continuously watches the state changes

of the network and the various managed objects, “hun-
ting” for suspicious events and clearly alarming reports.
The appearing errors are handled through the steps of 

– event detection,
– alarm processing and correlation,
– root cause analysis and
– fault elimination (see Figure 1). 

The outputs of this process from the FMS point of
view are the result of diagnostic checks carried out by
the system and the list of the suggested corrective ac-
tions. Based on this information, the operator can start
eliminating the fault. Since the FMS may not be able to
provide accurate details of the root cause, the opera-
tor can analyze the diagnostic results and continue re-

fining the details of the original error without having to
initiate (duplicate) the diagnostic checks already finis-
hed. 

To ease the referencing of the process elements in
this article, we should clarify the difference between
events and alarms. We use the notion “event” as a
short form of event notification, the output of event de-
tection sub-process. This covers the status-reporting
events sent by the network elements (including, but not
limited to alarming events of direct error notifications)
and the events reported by the active elements of the
FMS (call generator, active monitor, etc.). On the other
hand, we use the term “alarm” as a short form of alarm
notification, which is the actual output of the event pro-
cessing subsystem. These cover all the alarming enti-
ties that become the input of the RCA, being serious
enough to be taken special care of. The operator should
analyze each of these alarms separately.

3. Event Detection

The aim of event detection is to perceive the errors en-
dangering VoIP service availability as early as possible.
To support this, the main function of this subsystem is
forwarding events (arriving from various sources) to event
processing in a standardized format. Another task of this
subsystem is feeding these events into the event data-
base. Building a database with standard fields requires
the database records to be in a similar format. This is
another reason for the event detection subsystem to
standardize the event notifications before storing and
forwarding them. Events arriving to the processing sub-
system in a general format ease their handling – both
to the automatic FMS algorithms and the operator. 

During the fault management of VoIP services the
following types of events appear to be interesting:

– reports sent by error detecting entities installed in
the network (Syslog, QoS monitor (automatic call
generating and  evaluating system) [2],[3]),
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– reports on call data records generated for VoIP calls
(RADIUS records [4],[5] – e.g. frequent appearance
of release cause codes classified as erroneous or
alarming can indicate faulty system elements),

– events generated by the active monitor (checking
the availability of key network nodes and processes),

– errors logged by operators in the HelpDesk sys-
tem (e.g. triggered by a subscriber complaint).

Current FMS is designed to evaluate the erroneous
cases to be corrected by the VoIP service provider. The
system is capable of indicating some types of carrier
grade errors; suggesting detailed lists of corrective ac-
tions for these kinds of faults, however, is out of its
scope. To satisfy such demands it is recommended to
apply special fault management applications focusing
on lower, network level issues.

4. Event processing

As mentioned before, messages of the event detection
subsystem get stored in the event database (Figure 1).
These event-description types of records form the input
data set of the event processing subsystem. Manual
processing of this database is not feasible, since it
grows in a rate of tens of records per second – not to
mention that it contains redundant information (record
contents can be multiplicated both physically and logi-
cally).

Event processing should be considered as an auto-
mated data processing method, resulting in the pre-
sentation of alarms in front of the operator. The gener-
al process is depicted in Figure 2.

Events are stored in the database for further utiliza-
tion. Their processing starts in the correlator module.
The trend analysis module works on the event data-
base, searching for alarming trends in the data set. The-
se two modules actually generate new kinds of events,
as opposed to the filter modules, which aim to reduce

the number of events by removing redundancies and
“highlighting the essence” of an event-pattern. These
modules are detailed in the following sections. 

4.1. Filters
Event filtering is the simplest among the event pro-

cessing algorithms. We have chosen rule based filte-
ring [7] out of the practical filtering approaches used in
current FM systems [6]. During event processing, the fil-
ter module checks if the current event meets or fits in-
to the description of any of the active rules. If there is
no such filtering rule, the event should not be filtered,
hence an alarm notification will be generated (propaga-
tion by default). If the event satisfies a rule, it either
gets suppressed or promoted to be an alarm – depen-
ding on the nature of the rule. The filter criteria include
parameters such as validity period, source type, event
code, threshold value, etc. We have found that defi-
ning merely four types of filters (namely: suppress, co-
unter, redundancy and dominance) are enough to add-
ress all raising issues of event suppressing [1]. In brief,
our filter types provide the following functionalities: 

• Suppress: complete suppressing of event types
• Counter: supressing events of a kind if their amo-

unt is under a given threshold
• Redundancy: passing through only one event of a

kind during a given period – and suppressing all
the others arriving meanwhile

• Dominance: more serious events override others
with lower priority or less descriptive power

The operator can easily change the active rule-set
at any time: as rules are defined in a human readable
format, it is as easy to create new alarms, as to modify
or delete them.  

4.2. Event correlation
Event processing is often referred to as “event cor-

relation”. In our terminology event correlation does not
include filtering (suppressing), but it enriches the event
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space with information found by correlating various
event types. This way we have the opportunity to ex-
tract information from events arriving more or less at the
same time and provide an essential alarm with high
descriptive power, featuring parameters taken from se-
veral (different) events. Our event correlation module
does not suppress events, but passes all incoming
events to the filtering modules together with the speci-
fic, correlated ones. Supressing the events success-
fully exploited by event correlation is a typical task of
dominance filters.

Figure 3.  Rule-based event correlation

Among the practical correlation methods used in FM
systems [6] we have chosen the rule-based approach.
Our event correlation rules can be defined in the same
manner as described for the filters. The effect of these
rules is depicted in Figure 3. The example shown in this
figure describes how a new, correlated alarm (Z1) is ge-
nerated when the correlation criteria (several number of
a1 events and a given amount of b1 events arrive in the
τ timeframe) gets satisfied [8].

The ultimate reason of event correlation is providing
events with the highest descriptive power, gathering
many elementary fault-descriptions into a more specific
description of the root cause.

4.3. Trend analysis
Utilizing trend analysis methods allows us to predict

misbehavior from event patterns of a longer time-scale.
To solve trend analysis problems in general, the task is
to find an appropriate trend function for the prediction.
This method is hard to be applied for our case, since the
“trend functions” could use only a few samples of suspi-
cious events before the actual fault happens. This leads
to another approach, namely: we should search for ex-
act event patterns predicting future faults. The method
should notify about possible future faults when the ob-
served variable (e.g. a parameter inside specific types of
event notifications) gets higher than a predefined thres-
hold. The order of the predictive events is indifferent,
however, they should arrive inside a given timeframe (ot-
herwise there could be no correlation between them).

We have found that trend analysis methods can
only be powerful in predicting accumulative type of
faults (where the fault grows out of the continuous deg-
radation of some system resource). Suddenly hitting,
catastrophic faults are impossible to be predicted with
trend analysis methods, since there are no patterns to
predict from.

5. Root cause analysis 
and advise of 
corrective actions

We have implemented a novel Root Cau-
se Analysis (RCA) approach during the de-
finition of the FM framework focusing on
VoIP services. Traditional FM systems ope-
rate with merely passive processing of the
events. Some types of alarms generated
by such methods were descriptive enough
to provide the root cause of the fault, whe-
reas others were too complex. Processing
of these complex alarms were still left to
the operator, who runs some active checks
searching for specific proofs of the misbe-
havior, this way getting closer and closer
to the root cause. 

Whereas passive RCA systems try to find root cau-
ses by taking merely event notifications as input, the
active approach is to carry out diagnostic checks con-
tinuously. Our system integrates the advantages of
passive, model based event correlation systems that
are able to follow topology changes in a flexible way
with the automatic scheduling of active checks that be-
long to the every day routine of the operator person-
nel. The result is a complex fault management system,
utilizing both passive and active (checking/intrusion) al-
gorithms.

One of the principles of the passive, rule based
event correlation systems is the following: using high
complexity rule-sets allow the system to provide alarm
descriptions featuring the place of the error and its pro-
bable cause. Extracting these descriptive parameters
from the complex, correlated alarm report is the simp-
lest RCA task: these alarm parameters are the actual
output of the “root cause analysis”. 

This method, however, can only be used for root
cause analysis using passively correlated events. The
greatest drawback utilizing this passive rule-set is the
inability of actively requesting status and configuration
information from the nodes. Without the possibility of
fetching key pieces of information from the nodes them-
selves, it is impossible to automatically provide root
cause information for all types of alarm reports. The key
questions when solving these problems are when to re-
quest the information and how to fetch the required
data. Our algorithmic root cause analysis approach –
described in the following section – aims to answer this,
as well as other issues raised by these basic questions.
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5.1. Algorithmic root cause analysis
During the RCA process we utilize all kinds of infor-

mation (topological, node configuration, node status)
to determine the most probable cause of the fault. The
result of this process is a list of suggested corrective ac-
tions. Taking this list into consideration can greatly
ease the job of the network operator in charge.

We have defined the following set of requirements
against the fault management system specialized for
VoIP services. The system should be capable of

– searching in the event database,
– initiating active checks and scheduling 

these initiations,
– running these checks and database searches at

the same time (simultaneously),
– handling the topology changes in a dynamic way.
Beside these key principles we have born modular

system design and short implementation period in mind.
RCA methods in the literature are grouped into three

categories: alarm correlation based systems, statistical
methods and model based systems. We have defined
a framework capable of initiating active checks and
evaluate their result. To meet all the above-listed requi-
rements, we have integrated this framework into a mo-
del based RCA system.

One of the advantages of model based RCA sys-
tems is their ability of describing network topology in a
flexible way. When a new node gets introduced to the
system, the correlation and filtering rules can be auto-
matically generated, rather than having to manually re-

define them. Considering VoIP architecture, the topo-
logy description includes the IP addresses assigned to
the physical nodes, and the identifiers of the first hops
of the particular node. 

The rule-set follows this flexibility as well. It handles
the topology information dynamically; hence topology
changes can be introduced without having to recon-
struct the rules. Event hierarchy is also taken into con-
sideration in the model.

5.2. Petri net of checking routines
In fortunate cases event filtering and correlation

provide alarm reports describing the features and the
place of the fault relatively well. The parameters of
these alarms include the ID, type, and – beside others
– the set of node-IDs related to these alarms. The aims
of alarm report evaluation are identifying the root cau-
se(s) and suggesting a list of corrective actions. Figure
4 depicts this process.

Event notifications arrive to the RCA and correction
advisor module from the event processing sub-module.
There is an RCA descriptor graph for each alarm type.
These descriptors are standalone Petri nets. We have
chosen the principle of Petri nets because it controls
the RCA processing by taking into account what pieces
of information are available to run specific tests. RCA
descriptor Petri nets depict the connection of basic
checking routines and the parameters required to initia-
te these checks. Such a graph is shown by Figure 5,
which will be explained  later in this section in detail. 

The execution sche-
duler determines the exe-
cution order of elemen-
tary checks. Once all the
predefined checks have
returned with some re-
sult, and there are no ot-
her executable tasks, the
scheduler passes the
RCA result to the advisor
module. This assigns ap-
propriate corrective ac-
tions to the result and
presents this list to the
operator. 
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The central element of the above process is the
RCA descriptor graph. We have implemented this by
utilizing Petri nets, a framework novel to fault manage-
ment [9]. Using this framework allows the system to si-
multaneously execute elementary checks (the transi-
tions of the Petri net), and schedule new checks in the
order of the availability of their input data (the nodes of
the Petri net).  Once the data is available the Petri net
node representing that data becomes “tokened”. An
elementary check gets triggered (the representing tran-
sition fires) when all its input data available (all its input
nodes are tokened). As a result of the elementary
checks, the corresponding output data become availa-
ble – the nodes representing these data get tokened.
The graph can include transitions representing data-re-
quest type of functions. These allow the system to fetch
data from any kind of source (e.g. interface configura-
tion file, topology database). Fetching such data is an

important part of the process, since these complete the
input data set of the elementary checks.

Fault management of VoIP services requires vario-
us elementary routines to be initiated at some point.
These fall into the following categories:

– functions requesting interface status information,
– configuration data fetching,
– active checking routines,
– other 

(e.g. active search of alarm patterns).
Let us take the alarm notification of “high packet

loss” as a case study for demonstrating the RCA pro-
cess. Figure 5 depicts the corresponding Petri net. The
execution scheduler activates this RCA descriptor
when the corresponding alarm arrives to the RCA mo-
dule. At the first execution step all the transitions (chec-
king and data fetching routines) having completely to-
kened input nodes fire (get triggered).
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After completing an elementary routine, its output
node gets tokened. The data associated with this
node could be an input of other elementary routines.
The execution scheduler “spends some time” evalua-
ting each active RCA descriptor, in a round robin fas-
hion. During its stay at a designated Petri net, it eva-
luates if there is a transition able to fire – if there are
elementary functions having all their input parameters
available. 

For every firing transition the scheduler triggers the
corresponding elementary function. Once the output
of the last (typically the final decision-maker) transition
gets tokened, the scheduler passes the results to the
advisor module and ceases the RCA entity.

Due to the Petri net based RCA description the exe-
cution time of the RCA processes can be cut to half [8],
moreover, the execution order does not need to be de-
termined in advance. The task of assigning checking ro-
utines to alarm types cannot be eliminated, but still this
should be determined only once for each alarm-type.
The checks will be executed following the connections
of the Petri net, in order of the data availability.

6. Summary

The amount of events, their diversity and arrival rate
are all factors making the job of the VoIP network ope-
rator personnel extreamly hard. 

Using appropriate filtering rule-set the alarm floo-
ding phenomenon – when extream amount of alarms
get generated and presented to the operator – can be
avoided.

The arriving events can be clustered, counted, prio-
ritized, temporarily suppressed or passed through. Apply-
ing proper event correlation and filtering we can gener-
ate alarm reports describing the fault better than merely
analyzing standalone events. The job of the operator
can be eased very much by presenting these verbose
alarm notifications rather than the event floods them-
selves. Being in possession of longer term event and
alarm information, we can predict some types of errors
by utilizing trend-analysis mechanisms. In the FM case
the trend-analysis method covers pattern matching al-
gorithms applied to the event database for predicting
saturation-type of faults.

Employing merely passive event processing met-
hods does not always lead close enough to the root
cause of the fault. The FM system should initiate the ac-
tive root cause analysis. During the RCA process the FM
can check the possible fault sources by initiating active
verification routines. After evaluating the results the FM
puts forward a proposal for the place and nature of the
root cause, moreover, it suggests corrective actions. 

To schedule and evaluate the active tests we have
developed a method novel to the FM field: we used
Petri nets to describe the connection between active
RCA steps. This data-driven framework allows simulta-
neous submission and evaluation of active checks.

Due to this method the RCA process is easy to under-
stand and fast to execute.

The research and development activities described
in this study was kindly supported by the Hungarian Mi-
nistry of Education, under the project identifier IKTA-
00092-2002.
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1. Introduction

TCP congestion control has been designed for the ap-
plication in wired networks that have negligible packet
losses due to bit error on the channel. Consequently,
standard TCP versions do not distinguish between los-
ses due to congestion and losses due to bit-error on
the channel and simply reduce the congestion window
for both types of packet losses.

In the recent years, TCP/IP has been used in wire-
less networks to support Internet access through radio
interfaces. In a wireless environment, where bit errors
on the channel happen with high probability, reduction
of the congestion window without distinguishing losses
due to bit error and congestion at the TCP layer makes
TCP congestion control ineffective. If a TCP flow is
transmitted through a wired part without packet errors
and a wireless link with bit errors, TCP reduces its con-
gestion window in response to packet losses caused
by bit errors on the wireless channel. Therefore, the
throughput of TCP flows may be close to zero although
the network is not congested at all.

Several options exist to optimize TCP performance
over wireless networks. A major part of today’s opera-
tional wireless networks employ an ARQ mechanism at
the link layer for IP based data services (e.g. 802.11,
UMTS acknowledged mode). Link layer retransmission
has been shown to be efficient and scalable in many
scenarios. The number of retransmissions attempts be-
fore a link layer frame is considered lost, however, is
usually rather small in order to avoid high delay varia-
tion and buffering. Thus, even in the presence of link
layer retransmission a residual packet loss probability
exists from the perspective of the transport layer. Aut-
hors in [1] report an average residual packet loss pro-
bability of more than 6% for the case of WLAN in a
standard industrial environment. Therefore, additional
mechanisms are needed at the TCP layer to improve
performance in the case of critical radio conditions
even in the presence of link layer ARQ. In case of no

link layer ARQ and FEC (e.g. UMTS transparent mode),
TCP is obviously unprotected against packet loss due
to bit errors, making a clear case for protection at the
transport layer.

Several proposals have been worked out for tran-
sport layer mechanisms to help TCP distinguish bet-
ween losses due to bit error and losses due to conges-
tion. The indirect TCP approach [2] splits a TCP con-
nection between a fixed and a mobile host into two se-
parate connections and hides TCP from lossy link by
using a protocol optimized for lossy links. The Berkeley
SNOOP protocol [3] caches packets at the base sta-
tion and performs local retransmissions over the lossy
link. Note that both approaches require storage of ex-
tensive per micro-flow states and even data packet re-
transmissions at the base station make them scale
badly in terms of link bandwidth and number of flows.
Bakshi et al. [4] investigated the performance of TCP
over wireless links varying the MTU size and proposes
to send ICMP packets to inform the TCP source about
the wireless link experiencing bit-errors.

Balan et al. [8] proposed the TCP header checksum
option to make TCP detect whether a bit-error happe-
ned in the body of the TCP segment or in the header.
In the first case, the congestion window is not reduced.

TCP Westwood [5] has the potential to improve the
performance over lossy channels as it adapts the con-
gestion window based on throughput variations rather
than packet losses. TCP Westwood is a sender-only
modification to TCP thus it scales and is easy to deploy.
The mechanism of throughput based window adapta-
tion, however, needs some initial time to become effec-
tive and TCP Westwood cannot avoid unnecessary
window reductions in the presence of packet losses
due to bit-error. Thus Westwood will not show signifi-
cant improvements of TCP flows over lossy channels.

Explicit Loss Notification (ELN) [6] is a mechanism
by which the reason for the loss of a packet can be
communicated to the TCP sender. The base station
monitors all TCP segments that arrive over the wireless
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link but does not cache any TCP segments since it
does not perform any retransmission. Rather, it keeps
track of the segments that have been lost over the wi-
reless link and sets the ELN bit in the corresponding
ACKs. This original ELN proposal implies the draw-
backs of requiring a list of the lost sequence numbers
per microflow at the base station which is impossible in
case of IPSEC encryption. Moreover, this proposal do-
es not take ACK loss into account and provides poor
signaling information for the TCP sender.

In [7] we have redefined the ELN technique ke-
eping only the fundamental idea of it, informing the
TCP source explicitly on packet losses on the wireless
channel. We proposed a Reno based TCP congestion
control algorithm that can improve the performance of
TCP significantly if the source is able to inform the sen-
der about the number of the corrupted TCP segments.
However, the technique to gain loss information that
makes the protocol work is only briefly described in that
paper and implemented in the simulator in a course
grained manner.

In this paper we give the details of gaining loss in-
formation from corrupted packets, taking the different
configuration cases of wireless environments into acco-
unt. We also introduce a novel enhanced congestion
algorithm that exploits all information from the loss no-
tifications in order to maximize its performance.

The rest of the paper is organized as follows. The
ELN based TCP congestion control algorithm is discus-
sed in section 2. In section 3 we describe the details of
our loss recovery technique. Section 4 specifies the si-
mulation environment and shows the results. Finally
section 5 concludes the paper.

2. The TCP-ELN proposal

In order to improve the performance of TCP by collec-
ting loss information, both the server and the client side
of the TCP agent must be modified. Note that the app-
roach for ELN taken in this paper does not necessarily
require modification of network elements. Therefore, it
can be implemented in an end-to-end manner. The
TCP receiver must be able to receive loss information
from lower layers and notify the sender, who needs to
act properly in reaction to the reception of loss and
congestion information.

2.1. Receiver side modifications
By using a loss recovery technique the TCP receiver

may receive not only intact TCP segments but also loss
notifications. When the TCP data receiver receives in-
tact TCP segments it operates in compliance with stan-
dard TCP behavior i.e. an acknowledgement is gener-
ated. If a loss notification is received then it is stored.
This loss information is sent to the TCP source embed-
ded into the option field of the acknowledgement. In
case of bursty bit errors several TCP segments can get
damaged possibly producing a high amount of loss no-

tifications before an ACK is generated. Thus these no-
tifications must be stored at the receiver to avoid drop-
ping of loss information.

No negative ACKs are used thus loss notifications
can be sent to the source only piggybacked on ACKs.
As a consequence the use of delayed acknowledge-
ments is feasible though not recommended since it
decreases the signaling speed.

The TCP receiver must take also ACK loss into ac-
count. Since loosing an ACK causes the loss of loss
notifications the notifications must be sent redundantly.
Depending on the implementation it must be defined
how many notifications can be stored in an ACK and
how many times a notification is resent. In our imple-
mentation we have implemented a SACK like solution
with sending loss notifications three times.

During the lifetime of a TCP flow timeouts can occur
at the sender. After the timeout the sender starts sen-
ding packets regardless of the ongoing TCP ACKs. In
this case all loss notifications must be cleared by the re-
ceiver since these losses occurred before the timeout
and sending them to the source can cause inconsis-
tent TCP behavior. Thus the sender must be aware of
sending timeout notifications and the receiver must be
aware of handling these signals. How timeout signals
are generated by the source can be found in the next
subsection.

2.2. Sender side modifications
The flow control algorithm of TCP-ELN is based

upon TCP Newreno’s standard. If no loss notification is
received by the source TCP-ELN behaves exactly the
same way as Newreno. If the source receives loss no-
tifications in the ACKs from the receiver then it stores
the notifications and resends the lost segments. Until
receiving the 3rd duplicate ACK TCP-ELN operates ac-
cording to Slow Start or Congestion Avoidance algo-
rithms. The 3rd duplicate ACK can be a sign of conges-
tion loss or loss due to bit-error. To decide which reco-
very state the TCP source should enter the stored loss
notifications are examined. If a notification of the lost
segment indicated by the duplicate ACKs was stored
previously then TCP-ELN enters the wireless recovery
state. If no loss notification is stored for the segment in-
dicated by the triple duplicate ack event then TCP-ELN
treats the 3 consecutive duplicate ACKs as a sign of
congestion. Thus Fast Retransmit and Fast Recovery
are invoked.

In the wireless recovery state the source waits for a
recovery ACK that acknowledges all segments that
were lost on the wireless channel. During this recovery
phase reported segments that are lost due to wireless
bit-error are resent. Every time a duplicate ACK arrives
the source increases the size of its congestion window
with one segment. As a consequence, the TCP data
flow and self clocking is kept going, except if the effec-
tive window size is limited by the maximum value of the
send window. If a partial ACK arrives at the source then
the source decides whether it should stay in the wire-
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less recovery state or enter the congestion recovery
state. To make the decision the stored loss notifications
are checked just like after receiving the 3rd duplicate
ACK. If there is a referring loss notification then the
source stays in the wireless recovery state otherwise it
enters the congestion recovery state. If the recovery
ACK is received then Slow Start or Congestion Avoi-
dance, respectively, continues. On The operation of the
TCP-ELN sender can be seen in Figure 1.

During the operation of the flow control algorithms ti-
meouts can occur. In this case all flow control parameters
are reset like in Newreno, the list of the loss notifications
is cleared and a timeout signal is sent to the receiver.
Since this timeout signal can be lost it must be sent in a
redundant manner. The sender includes the number of
timeouts since the start of the flow in every TCP seg-
ment’s header option field. Thus even if packets get lost
the timeout signal will reach the receiver. It will be recei-
ved when the first intact TCP segment arrives.

3. Loss information recovery techniques

It is crucial for the operation of TCP-ELN to gain loss in-
formation from packets damaged on wireless channel.
Three parameters the TCP sequence number, port
number, and the source IP address of the lost seg-
ments must be collected by the wireless client in order
to identify a single TCP flow.

There are two major methods to recover loss
information; both of them influenced by the net-
work topology and configuration. To demon-
strate the recovery techniques the topology of
Figure 2 is used. This is a widely deployed sce-
nario that contains a wireless link between the
client and the access point.

3.1. Cross layer communication
The first method is built upon the fact that MAC fra-

mes are not simply lost but received in a damaged
manner by the destination node in the case of radio
link error. Sensitive information can be found in the
TCP/IP headers so extracting the intact headers from a
damaged MAC frame solves the identification of a sin-
gle TCP flow. To check whether the TCP header is da-
maged or not an additional header checksum is nee-
ded since TCP header has no dedicated protection [8].

This checksum can be inserted in the TCP header’s
option field. When the modified MAC layer of the client
receives a corrupted frame instead of dropping it, it pro-
pagates the payload of the frame to the upper layers.
If all the headers belonging to the different protocol le-
vels are undamaged then the TCP segment reaches
the TCP layer where loss information is extracted and
sent to the source of the data flow. As the payload is
much longer than the headers, bit errors are likely to
occur in the payload leaving the headers intact. So this
recovery method can be very efficient to collect loss in-
formation.

The advantage of the MAC modification method is
that only the destination peer needs to be modified in
order to collect loss information. All other network nod-
es remain untouched making this method absolutely
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end-to-end compliant. Since the MAC layer is modified
only at the wireless client only the last wireless link can
be monitored and loss information can be extracted
only from the download flows.

If modifying the MAC layer or recovering damaged
packets at the MAC level is impossible, the ELN propo-
sal may remain applicable by using the IP fragmenta-
tion method.

3.2. IP fragmentation
The fundamental idea of the IP fragmentation met-

hod is that the probability of loosing small packets on
the wireless channel is smaller than the probability of
loosing large packets. So if every TCP segment re-
aches the access point encapsulated in a single IP
packet then fragmenting these IP packets at the ac-
cess point into at least 2 packets where the first small
part contains only the TCP header and the 2nd large
part contains the payload can be used to collect loss
information efficiently.

This method assumes that IP packets are not frag-
mented in the wired routers. The wireless router sends
the IP packets embedded into MAC frames through the
wireless channel. Since the MAC layer of the receiver is
untouched, the damaged frames get dropped as usu-
al. The IP layer tries to reassemble the received IP pac-
kets, but if any of them is lost then the original TCP
segment cannot be reassembled. This means that at
least one IP fragment was lost due to wireless bit error.
But if the first IP packet with the TCP header included
has arrived then the receiver’s IP layer can partially re-
assemble the damaged TCP segment neglecting the
missing parts. These missing IP packets contain the
payload that is not used for loss information recovery.
The damaged TCP segment is propagated then to the
TCP layer where loss information can be extracted after
verifying the TCP header checksum. The operation of
this technique can be seen in Figure 3.

The drawback of the IP fragmentation method is
that it violates the end-to-end semantics since it needs
the wireless router to be slightly modified. However
using this technique can be very efficient since it is sca-
lable in contrast to other non-end-to-end proposals like
Snoop, the needed modifications at IP layer are in ac-
cordance with the normal IP level operation (fragmen-
ting) and it is independent of the MAC layer. This is a
trade-off between the possibility of MAC level modifica-
tions and the end-to-end schematics.

4. Case study

4.1. Simulation environment
To measure the performance of TCP-ELN a wide va-

riety of simulations were run.

Figure 4.  Simulation topology

The simulation topology illustrated in Figure 4 con-
sists of 3 servers, 3 wireless clients, a router and an ac-
cess point. The bandwidth of the links between the ser-
vers and the router are 2 Mbps with 10 ms of delay.
The router is connected to the access point with a 1
Mbps bandwidth link having a latency of 60 ms. The ac-
cess point offers 2 Mbps for each client. All links are full-
duplex. No specific MAC layer is applied on the wireless
links, since the proposed techniques are general and
do not depend on a specific wireless technology as
strongly as on the topology. Due to the bandwidth set-

ting congestion can occur only at the router
in the wired part of the network.

Two different types of traffic: FTP and web
traffic were used to examine the behavior of
TCP-ELN. While FTP traffic is used to investi-
gate the steady state behavior of the proto-
col web traffic is used to examine the dyna-
mic behavior. In the first case one FTP ses-
sion is started between each server-client
pair. All servers used the same TCP version –
TCP-ELN or TCP-Newreno. The throughput
of the two TCP versions were measured and
compared.

In the web traffic case each client simula-
tes a web browsing user that connects to one
of the servers. The parameters of the web
traffic are in accordance with the SURGE mo-
del [9] that is based upon real network traces
and widely used to generate realistic worklo-
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ads. The download speed (page size/download time)
of the web pages with the different TCP versions are
measured and compared.

To simulate wireless channel errors two error models
were used. Uniform and Markov error models are two
different approaches of modeling the lossy link beha-
vior. Both of them are used to simulate packet loss at
the TCP level. The mean value of the uniform distribu-
tion is varied between 0 and 0.2.

The Markov model presented in [10] is applied in
the simulation study, which integrates channel fading
and radio link parameters to take into account the cha-
racteristics of wireless channels.

The Markov error model simulates how the radio
links with different drop probabilities are experienced
by users with different speed (Table 1).

Table 1.  
The parameters of the Markov error model

Since the efficiency of the loss recovery algorithms
depends on how TCP segments are damaged, it is as-
sumed that the probability of recovering a damaged
segment is equal to the ratio of the payload size and
the total packet size. In real environments this ratio is
about 95% so in the simulations 5% of the damaged
TCP segments cannot be recovered.

4.2. Results
Inspecting the throughput over FTP traffic TCP-ELN

shows significant improvements in most cases, rea-
ching as high as 400% depending on the particular er-
ror rate. As compared to Newreno, TCP-ELN is much
better in the presence of error on the wireless link. In
the error free case, i.e. without any packet loss on the
wireless link, the performance of TCP-ELN is insignifi-
cantly lower (0.5%) than the performance of Newreno.
This is due to the overhead, the larger header size of
TCP-ELN segments. However this phenomenon also
appears when using TCP-SACK.

Figure 5 shows that if the error rate is increased,
the proposed flow control algorithm makes TCP-ELN
throughput decline more gently than the rapid decrease
observed for Newreno. For instance, while the through-
put of TCP-ELN drops to 90% at the error rate of 14%
Newreno’s throughput drops down to 90% at the error
rate of 4%. The results with the Markov error model show
that in the high loss scenarios (0.1 mean PER) model

3, 6 and 9, the improvement depending on the bursti-
ness can reach 185%. In the low loss scenarios (0.001,
0.01 mean PER) model 1, 4, 5, 7 and 8, an insignifi-
cant (0.5%) decrease can be observed, in model 2 the
improvement is 2%.

Comparing the relative improvement measured over
the uniform error with the ones measured for the Mar-
kov error model an interesting correlation can be recog-
nized. As the speed parameter of the Markov error mo-
del increases the average length of error bursts decre-
ases. Thus for the considered scenarios at higher spe-
eds – as packet loss becomes sporadic – the Markov
error model converges to the uniform error model.

In case of web traffic, less dramatic, but still signifi-
cant improvements can be observed as shown in Figu-
re 6. The improvement can reach 33% with the uniform
error model at high error rates. When no packet loss oc-
curs on the wireless channel then the performance
decreases 0.1% due to the larger header size. Up to
an error rate of 0.02 the performance of Newreno is al-
most identical to ELN performance. In case of the Mar-
kov model the improvement remains moderate 4% to
16% for the high error models (3, 6 and 9) and lower
values for the low error models.

Comparing the web and FTP traffic results it can be
seen that in the case of FTP traffic the improvement is
significantly higher. The reason for this is that in the
case of the used HTTP 1.1-like model for web traffic the
majority of flows only has a few packets to send. When
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Figure 5. 
The relative improvement and the throughput over FTP

traffic with the Markov and uniform error model
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the TCP flows are very short Newreno’s congestion win-
dow remains small. Thus ELN’s flow control algorithm
cannot improve the performance with avoiding window
halving as much as in the case of longer flows and lar-
ger congestion windows.

5. Conclusions

In this paper we proposed a new mechanism to impro-
ve the performance of TCP over wireless channels. Our
solution is based on the idea of Explicit Loss Notifica-
tion (ELN) which allows TCP to differentiate between
packet losses due to congestion and packet losses
due to radio channel errors. Thus unnecessary window
reduction can be reduced substantially in the presence
of radio channel errors. The resulting performance of
the modified TCP protocol is greatly enhanced compa-
red to TCP-Newreno.

We developed two alternatives to gain loss informa-
tion in order to use ELN. The first solution is based on
modifying the MAC layer; the second solution uses a
special IP fragmentation technique. These methods
can be used in a wide range of network environments
depending on the topology and the setup of cross lay-
er communication.

We developed a new TCP variant, TCP-ELN that int-
egrates the loss recovery methods to improve its perfor-
mance. The proposed receiver and sender side algo-

rithms and processes were discussed in detail. Security
issues concerning TCP-ELN were also considered.

Our simulation experiments have shown that TCP-
ELN can improve the performance of TCP over the ra-
dio channel substantially in a wide range of environ-
ments. The protocol was tested over random and
bursty erroneous radio links with two different types of
traffic, static FTP bulk load and dynamic web traffic. Re-
sults proved that TCP-ELN produces better performan-
ce than TCP-Newreno in all the cases. The performan-
ce improvement can reach up to 400% when using
FTP traffic and 30% when using an HTTP 1.1-like mo-
del for web traffic with high error probabilities.
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Figure 6. 
The relative improvement of the download speed over
web traffic with the uniform and the Markov error model
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1. Introduction

Questions connected with monitoring and valuation of
processor systems (PS) are actual in many different le-
vels of it’s utilization. One of many possible processor
system applications appears from assumption of divi-
ding the final number of processed tasks among frac-
tional processor systems, which activity is mutually and
relatively independent, and every processor system Psj
of general system M process certain class of tasks ri of
total set R, where Psj ∈ M and ri ∈ R, when i,j = 1, 2,...

Our task will be to understand a certain input set of
data processed by given programme, and activities re-
sulting from this processing will be the output set of data.
Data transmission among processor systems is realised
in the form of messages S that, on basis of routing and
information content of message, is possible to consider
as requests (answers) N. Requests are in every proces-
sor system saved into memory where they create a fa-
mily of requirements. Systems processors solve the
operation of requests. Lets define data transmission
(independently of its information content) as requests
coming (outgoing) into (from) PS and lets define pro-
cessing of messages as operation of requests by pro-
cessor system. Assign to the set of data the set of re-
quests S→N, where 

S = {1, 2,...s} a N {1, 2,...p} and to the subset of pro-
cessors (Pi) the set of service systems – service centres
Σi. Then {Pi}→{Σi}, where i = 1, 2,...

Computing memories are specific. Function of these
memories is to save results and intermediate results of
operations with data. As the processor always has free
access to all data in the memory, it is needful to define
the strategy of saving and selection of requests into
(from) the memory. Then it is possible to transform ope-
ration memories to the family of requests, and to defi-
ne the strategy of its service. Service strategies are
worked out in detail in [1,2,3,4]. 

Assignment of the set of data to the set of requests,
and the set of processors to the set of service centers
allow to model every local processor system by sto-
chastic model and to solve this model by queuing
theory.

Lets apply queuing theory to a simple structure of a
double-processor system with processors P1 and P2.
Block structure of double-processor system and its mo-
del are shown in Figure 1. Processors perform their ac-
tivity autonomously and the reciprocation of data
through dual port memory. Reciprocation of data with
the environment they can perform independently from
each other. Data entry from environment (terminals) is
realised only through input processor circuit P1.

Processors P1 and P2 process tasks, and transmis-
sion of tasks between service centres are defined by
probabilities of transition pji.

Terminals T1, T2,..., Tn generate demand for service,
which are serially stored in queue L1. As the system
doesn’t distinguish between priority or non-priority re-
quests, the requests for service will be selected from
queues L1, L2 serially, as they are arriving. L1, L2 pre-
sent the set of requests with FIFO service strategy. Ser-
vice centres Σ1, Σ2 perform service of requests. If the
request is serviced in service centre Σ1 then it leaves
from the service system with probability p11, or with pro-
bability p12 it requires the service from service centre Σ2.
If Σ2 is free, the requests are served immediately, other-
wise it takes stand in the queue L2. After servicing has
finished, the requests leave the service system with
probability p2T, or with probability p12 they come to the
queue L1 and they again require the service from ser-
vice centre Σ1. After the service has finished in Σ1, they
leave from system with p21 probability, or with p12 pro-
bability they require another service from the service
centre Σ2, etc... 

The system and its network model are shown in
Figure 1.

2. Network model of 
double-processor system 

Network model comes from the principle of closed ser-
vice network. Characteristic feature of closed service
network is the uniformity of total number of requests.
According to this, the intensities of arrivals into particu-
lar service centres are non-constant. 
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The state of closed service network is at every in-
stant of time defined as

(1)

where
N – is a total number of network nodes (Figure 1),
K – is a total number of requests in network,
ki – is number of requests in i-th node. 

We define the total number of network states as 

(2)

Local balance condition [1],[2] is the theoretical
presumption for existence of closed service network so-
lution by service centre. If every service centre in net-
work fulfills the local balance condition, then even the
whole network fulfil the balance condition. A solution is
possible for service networks composed of local service
centres of M/M/n/FIFO type [1],[2]. A precise solution of
closed service networks was given by Gordon and G.
F. Newell [1] and is defined as 

(3)

which is the probability that ki requests are in i-th
service centre, where xi can be obtained from equation
system solution

(4)

where i = 1, 2,...,N and G(K)
is a normalization constant.

If every service centre has only one service device,
then β(ki) = 1 and (3) changes to the form

(5)

while, for the stationary state probability vectors, the
following condition has to be fulfilled:

(6)

Closed service network is characterized by input pa-
rameters:

N – number of service centres (nodes) of model
service network

K – total number of requests in the model 
µi – service intensity of requests processing in i-th

service centre, i = 1, 2,...,N
pj i – transmission probability, that means – 

the request for service in j-th service centre will
also require service in i-th service centre. 

If we put j = 1 and i = 2,3,...,N in equation system
(4) then this will take the form 

(7)

or 

(8)

For xi we get an equation system of (N-1) equations
which are independent. This equation system enables
to express unknown xi through the parameter, for in-
stance x1. 

If x1=1, the normalization constant we define from
equation 

(9)

The basic indicator is utilization (loa-
ding) ρ1, ρ2 of service centres Σ1 and
Σ2 [1,3,7]. By analysing (9) we arrive
to the following conclusion. Exponents
ki define possible number of requests
in i-th service centre. Marginal attributes
for ki are zero (condition, when i-th ser-
vice centre is empty) and K (all service
centres are empty accept i-th). Conse-
quently, two following alternatives can
occur for ki

(10)

If we want to define ρ1 then we con-
sider only those states, in which k1>0,
that means, k1=K for i = 2,3,...,N can
never happen at the some time. 

As the minimum of requests in first
service centre (i =1) is k1=1, then the
maximum

(11)

for i = 2,3,...,N is divided into the
rest of service centres [2],[9]. 
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Figure 1.  Block structure of computing system and its network model



According to (9) we can write

(12)

Utilization of i-th service centre is defined as

(13)

Then the utilization of ρ1 service centre i =1 in terms
of (12) and (13)

(14)
We can interpret the meaning of (14) as follows. 
Utilization of ρ1 service centre i =1 is given by sum-

mary of state probabilities in which k1 values larger than
zero k1>0 are gained. As an event, for k1=0, surely oc-
curs once at least, for ρ1 we can write as 

(15)

Utilization of ρ1 service centres i =2,3,...,N we get
from balance condition of input and output flow inten-
sities of requests in steady-state regime in i-th service
centre. Input flow intensity from service centre i is given
by summary of service intensity µI and probability, that
i-th service centre is occupied, which is just ρi.

Concerning (8) and (15) the following equation is
valid

(16)

Intensities of λi requests arriving in individual servi-
ce centres are defined for steady state of input and
output request flow equation of local service centre.
For λI will be valid:

(17)

Average amount of requests Ki in i-th service centre
will be defined from the condition

for  e = 1,2,...,K (18)

where kie is number of requests in e-th service centre
and p(k1,k2,...,kN) is the already known vector of state
line probabilities. We perform the summation through
lines, in which k i e>0, and according to (1), condition of
requests uniformity in closed network has to be fulfilled.
We define the average length of Li line in i-th service
centre from deference of serviced ρI and from average
number of requests waiting for service, provided that
number of service devices (processors) in i-th service
centre is equal to one.

(19)

Time characteristics of service centres – the avera-
ge stopping time of Ti requests in i-th service centre
and average waiting period of Tw i requests in Li line we
can define from Little’s law:

(20)

and
(21)

3. Model analysis

We analyse the model of Figure 1. We assume a real
technical environment and we set a number of connec-
ted terminals to 9, as an example (T1 till T9). Implemen-
tation of µi and pj i parameters will help us to define all
performance parameters and time characteristics of the
system. The number of closed network states for K=9
and N=2 define (2), according to which Z=10.

From system (4) we define the equations for para-
meters xi calculation, for two service centres, then

(22)

for complete probabilities it is valid that
(23)

By elimination of equations for x1=1 we get

(24)

We see that parameter x2 is dependent on ratio
µ1/µ2 and on p12 probability. These three variables cru-
cially affect performance parameters of the system mo-
del. Let’s analyse the model when the service intensity
µ1,µ2 of both processors P1, P2 are the same, and re-
quests for service in service centre Σ1 demand the ser-
vice in service centre Σ2 with p12=1/2 probability. Accor-
ding to (24), the parameter x2 will obtain value x2=0,5.

Substitution of x1 and x2 into (9) is normalization
constant

For performance parameters definition we use nu-
merical figures from Table 1. Table shows in the first co-
lumn the number of S network states, in second and
third column we can see the distribution of requests k1
and k2 in service centres i = 1, 2. 
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The fourth column defines on the right side of the
relation fractional conjunction of (9) and in the last co-
lumn there are values of state line probabilities. 

The value G(K-1) is defined for i =1 from (12), or from
Table 1 for G(8)=1,99414, then from (15) we define ρ1=̇
0,998, and from (16) we get by substitution of ρ1 the
value for ρ2=̇ 0,499. 

For the definition of λ1, λ2 we need to know the nu-
merical value for service intensity µ1. Then by means of
(17) the average number of requests in service centres
will be K1=8,00975 and K2=0,990214, while the rela-
tion (1) has to be valid for total number of requests in
network, that means K=8,999964. 

The average length of lines L1=7,01175 and L2=
0,491214 requests waiting for service. We will define
time characteristics of T1, T2 and TW1, TW2 from well
known λ1 and λ2, and from (20) and (21). 

Now let’s analyze the model in the case when the
service intensities are mutually deferent µ1≠ µ2, and for
probability of transition it will be again valid p12=1/2. On
the basis of (24) x2=1, and x1=1 we leave unchanged.
After replacement x1 and x2 into (5) we obtain numeri-
cal data shown in Table 2. 

Achievement parameters:

4. Discussion of the results

Our conclusions are as follows.
• Equal service intensities (µ1= µ2) cause different co-

efficients of utilization of ρ1 and ρ2, while service
centre Σ1 (that is the processor P1) works on satu-
ration limit and creates a bottleneck in the system
[7], the processor P2 works with approximately 50%
utilization.

• Coefficient ρ→1, which means that we can expect
a breach of local balance in model (the steady state
stops to be valid), what will be at the real processor
P1 expressed by not accepting the request for ser-
vice and by memory conflicts.

• Unequal dividing of the requests in lines L1, L2 re-
present the increase of memory claims at real me-
mories.

• Change in service intensity ratio (µ1/µ2=2) at p12=
1/2 result in equal dividing of requests K1,K2 in ser-
vice centres Σ1 and Σ2, utilization ratio ρ1, ρ2 gain
equal values, and the processors P1 and P2 work
with approximately 90% utilization. 
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1. Introduction

The ever-growing number of wireless terminals, such as
smart phones, personal digital assistants (PDAs) and
laptops, raises the need to set up, configure and re-
configure personal area networks (PANs) in an easy
and ergonomic way.

This paper addresses the goal of creating a dyna-
mically changeable, but uniform computing environ-
ment for PANs, which integrates wireless and wired,
stationary and mobile devices that are connected to
each other. The paper presents the Middleware for
Application Interconnection in Personal Area Networks
(MAIPAN) solution-which is situated below the applica-
tions and above the network layer-that hides the indivi-
dual devices participating in the PAN and presents the
capabilities of applications running on the devices as if
they were located on a single computer. This provides
a standard “PAN programming platform”, which allows
the easy set-up of personal area networks and dyna-
mic connection and disconnection of applications run-
ning in the PAN. Application programmers using the
uniform application programming interface (API) offered
by the middleware can develop software without taking
care of the various PAN configurations or PAN dyna-
mics. They can assume certain capabilities, but disre-
gard whether these capabilities are provided by one ap-
plication running on one device or by a set of applica-
tions running on several devices. They only have to
register the inputs and outputs of their applications at
the middleware, and they do not have to take care of
which kind of devices or applications will be connected
to these outlets and will use their programs.

The presented middleware contains access control,
flexible session management and transferable session
control solutions. The middleware contains some intel-

ligent functions, as well, which helps the user to control
the PAN and improves human computer interaction
(HCI). In theory all kind of solutions for service disco-
very, physical, link or networking layers can be used
with MAIPAN.

Figure 1. Listening to music

An example of a PAN application can be seen in Fi-
gure 1. Assume a MAIPAN-aware PDA user, who en-
ters a MAIPAN-aware room where speakers are placed
in the corners. The user decides to listen to music, but
she neither has mp3 files nor an mp3-player. She turns
on her PDA to check what kind of devices and services
are available in the room. First, independently from
MAIPAN the PDA’s networking protocol establishes net-
work connections to the devices located in the room,
and the service discovery protocol (SDP) looks for ser-
vices offered in the environment. After these steps she
can configure a PAN with the MAIPAN dispatcher,
which contains her PDA, the speakers in the corner, a
fileserver and an mp3 player that are available through
the network. MAIPAN establishes the necessary con-
nections, that is, it connects the fileserver to the mp3
player’s file input, the sound output of the mp3 player
to the speakers and the control input of the mp3 play-
er to the PDA. From now on she can select the mp3 file
on the fileserver she wants to listen to, and instruct the
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mp3 player via her PDA to play the music on the spe-
akers. In the figure the arrows show the data flow
between the devices.

The paper is organized as follows. Section 2 is about
related work, in Section 3 the basic concepts and the
middleware’s architecture is introduced. Finally, Section
4 concludes the paper.

2. Related Work

Mark Weiser presented the concept of ubiquitous com-
puting in the early 90s [1],[2]. Ten years after Weiser’s
publication, Satyanarayanan discussed the vision and
challenges of ubiquitous computing in [3], where he in-
troduced the expression pervasive computing, which is
the end result of mixing distributed systems, mobile
computing, smart spaces, invisibility, localized scalabi-
lity and uneven conditioning [26]. 

Middleware are essential parts of pervasive and
mobile computing environments. Mascolo et al. in [4]
among others discussed why traditional middleware
(such as CORBA [5]) is not well suited for mobile envi-
ronments and how a mobile computing middleware
should be designed. Another key component of ubiqui-
tous computing is security. Chandrasiri et al. [6] propo-
ses the concept of Personal Security Domains (PSDs)-
where  a PSD consists of a user’s personal devices,
and investigates security issues regarding PANs. Now-
adays several projects are running in these research
topics, some of them are presented in the followings
and in our previous papers [26],[27].

The goal of the AURA project [7] is to provide each
user with an invisible aura of computing and informa-
tion services that persists regardless of location. 

The project Gaia [8] designs a middleware infra-
structure to enable active spaces in which data and
tasks are always accessible and are mapped dynami-
cally to convenient resources present at the current lo-
cation of the user. 

The Oxygen project [9] aims to develop very intelli-
gent, user-friendly and easy-to-use mobile devices en-
abling users to communicate with the system naturally,
using speech and gestures that describe their intent. 

The Portolano project [10] focuses on highly adapti-
ve user interfaces, an intelligent, data-centric network
infrastructure and a new environment for developing
distributed services. In the frame of this project the
one.world architecture [11] is designed, which is a com-
prehensive framework for building pervasive applica-
tions. It includes services like service discovery, check-
pointing, and migration in order to support program-
mers by creating applications for dynamically changing
environments. 

The extrovert-Gadgets (e-Gadgets) project [12] in-
vestigated architectures for the composition of ubiqui-
tous computing applications and proposed the GAS-OS
middleware to interconnect and control sensors and
actuators with more intelligent devices. 

The 2WEAR [13] project investigated the vision of a
personal wearable system that can be dynamically
composed out of different devices that are heteroge-
neous in terms of both form and function. 

The Cortex project [14] addresses the emergence
of a new class of applications that operate indepen-
dently of human control. 

The key objective of the EasyLiving [15] project is to
create an intelligent home and work environment, which
is based on the InConcert middleware solution. 

The Speakeasy approach [16] focuses on the spe-
cification of minimal interfaces between devices using
mobile agents and mobile code. MobiDesk [17] is a mo-
bile virtual desktop computing hosting infrastructure
that leverages improvements in network speed, cost,
and ubiquity to address the complexity, cost, and mo-
bility limitations of today’s personal computing infrast-
ructure. 

Some concepts [18],[19],[27] are creating a big vir-
tual device from the devices surrounding the users.

Similar to some of the above approaches, MAIPAN
represents an entire personal area network as a single
device to applications. In MAIPAN, users can easily re-
configure the PAN transparently to applications via a
simple channel management mechanism. Application
designs therefore do not have to take PAN configura-
tion, its changes or even the notion of the PAN, into ac-
count. The basic ideas of MAIPAN were introduced in
[20]. 

3. The MAIPAN Platform

3.1. Basic concepts and definitions
MAIPAN distinguishes among devices, applications

and services. 
The word “device” refers to the physical device and

by “application” we refer to the software that offer the
“services”. For example, using these abstractions in
case of a mouse we can say, that the mouse is a “de-
vice” where a “mouse application” is running, which of-
fers a “mouse service”. Or another example is the mp3
player: there is a device where the mp3 player applica-
tion is running, which offers the mp3 player service.
The distinction between application and service is ne-
cessary, because users want to use services, they do
not want to care about the application offering the ser-
vice.     

MAIPAN is based on three concepts (see Figure 2
– on the next page): pins, channels and sessions. 

Applications offering the services have input and
output outlets, which are called pins-borrowing the ex-
pression from the integrated circuit world. Pins are the
connection points of the applications to the middle-
ware, so the middleware sees the applications in the
PAN as a set of input and output pins. A pin has a pre-
defined type, which shows the type of data that the pin
can emit or absorb, that is, the type of information the
application can handle (e.g., mouse movements, key-
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strokes). According to the needs new types can be
defined any time. The dispatcher application is respon-
sible to connect the pins with appropriate types.

To enable communication between pins, the middle-
ware creates and reconfigures channels, which are po-
int-to-point links that interconnect pins. The set of chan-
nels that are necessary to use a PAN service is called
session. 

For example, the channels between the entities that
can be seen in the mp3 player scenario (Figure 1) com-
pose the mp3 player session: there is a channel bet-
ween the fileserver and the mp3 player, another chan-
nel between the mp3 player and the speakers, and a
control channel between the mp3 player and the PDA.
The PDA plays only the role of the control entity, it is
the owner of the session, but it does not participate in
it. Applications are neither aware of channels nor ses-
sions, they only know about their pins.

3.2. Security and access control
Security and access control functions are defined

and handled on device level. This means that access
to services (i.e., access to application pins) are granted
for devices, thus if a device gets the right to use a gi-
ven service, then all applications running on this device
will be able to access the service. If we assume that in
the PAN there are small devices that offer one or two
simple services (e.g., mouse, mp3 player), then in this
case it is simpler to grant the access of services to de-
vices instead to each application.

The dispatcher application running on a device, which
plays the role of the control entity, can set up and re-
configure sessions. The control entity has to check and
ask for the necessary access rights to enable the usage
of a given service for the user. For instance, this main
control entity can be a PDA, which has enough compu-
ting power to manage a PAN. All other devices partici-
pating in the PAN are called participants. In special
cases, participants may delegate the access control
rights to other devices, which will be referred to as ma-
nager.

In this paper we do not go into details regarding
authentication and authorization, however, the solutions
described in [6] can be used with MAIPAN to ensure
secure communication between devices.

3.3. Transferring sessions
In the PAN at least one device playing the role of the

controller entity is needed. In case this device disap-
pears all concerned sessions will be automatically torn
down. To keep up such sessions MAIPAN offers the
possibility to transfer a running session from the current
control entity to another one. For example, to make so-
me music in a meeting room one of the users creates an
mp3 playing session. This way the user’s device beco-
mes the control entity of the session. After a while, when
the user wants to leave, she can transfer the session by
telling to MAIPAN the identity of the new control entity,
which can be for example another user’s PDA.

3.4. Reconfiguring sessions
In case a participant disappears (e.g., the user

leaves the room, or the device’s battery is depleted),
the concerned channels are automatically disconnec-
ted and the sessions have to be reconfigured. In the first
step MAIPAN notifies the corresponding dispatcher(s)
about the event. In the second step the dispatcher
application(s) can decide which services to use instead
of the disappeared ones. The dispatcher application can
ask for user involvement, if there are multiple possibili-
ties to replace the disappeared service(s), or it can de-
cide on its own, if there is no or only one choice, or the
user preferences are known. In the third step the dis-
patcher builds up the new channels or tears down the
sessions concerned.

3.5. Architecture
Based on the concepts above we designed MAIPAN,

whose architecture is depicted in Figure 3. Applications
run over the middleware, while layers under the midd-
leware provide end-to-end routing and data transmis-
sion functions. As it can be seen in the figure, the pro-
tocol stack is vertically divided into two parts. The aim
of the data plane is to provide effective and secure da-
ta transport between applications. The control plane is
responsible for managing pins, channels, sessions and
for handling security and access control.

Data plane
The application sends data through a pin to the

middleware, where the channel connector layer re-
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directs the data to the corresponding channel. The
transport layer creates packets and provides functions
such as flow control, reordering, automatic re-transmis-
sion, quality of service, etc., if these functions are not
supported in the layers below the middleware, but are
necessary for the application. The connection layer adds
information to the packet, which is needed for the de-
livery: address of the source and destination device
and the identifier of the channel. Finally, the crypto-
graphy layer calculates a message integrity check (MIC)
value and encrypts the packet if necessary.

Control plane
The control plane contains the control functions

which are necessary to manage the PAN. The service
control part registers local services offered by the appli-
cations, handles their access rights and communicates
with the service discovery protocol. In theory, any kind
of SDP can be attached to MAIPAN, such as SLP, UPnP
or Salutation [21],[22]. The channel control creates
and reconfigures sessions initiated by the dispatcher
application. According to the needs of the dispatcher it
asks the pin control parts of the participating devices to
build up the channel between the pins. The pin control
part instructs the channel connector layer to create a
channel, activates the necessary transport functions
for the given channel in the transport layer and sets the
destination of the given channel in the connection layer.
The security control part initiates and co-ordinates the
authentication procedure between devices, manages
the service access rights, and stores the necessary in-
formation for communication (e.g., security keys).

3.6. Implementation
An earlier version of MAIPAN is implemented in C on

Linux [23]. We also created some applications (e.g.,
mp3 player, fileserver) and a dispatcher application in
order to study the behavior of the middleware [24],[25].
The lessons learnt from these are also incorporated in
the design of the currently presented version of the
middleware.

4. Conclusion

This paper proposes MAIPAN, a middleware for appli-
cation interconnection in personal area networks. The
essence of the middleware is to create a PAN program-
ming platform, whereby hardware and software resour-
ces are interconnected, and the scatteredness of the
PAN is hidden from the services. Using the proposed
architecture, developers creating distributed applica-
tions for PANs do not have to take care of PAN confi-
guration or dynamics, furthermore, they can use the

uniform application programming
interface (API) offered by the sys-
tem. 

MAIPAN represents a novel
approach in its secure access
control mechanism and the use
of a central control entity. MAIPAN
access control ensures 

1) seamless interworking of va-
rious devices of the same user, 

2) protection of one user’s de-
vices from devices of another user, 

3) still enabling controlled com-
munication and lending between
devices of different users. 

MAIPAN manages device ac-
cess and configuration via a con-

venient central control entity, the dispatcher. MAIPAN is
also unique in enabling the change of the dispatcher
role, that is, the session control rights can be trans-
ferred between devices, from the old dispatcher to a
new one.

In the future, we plan to finalize the implementation
of the current version of MAIPAN and to perform perfor-
mance analysis of the middleware.
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1. Introduction

The three-dimensional television system is likely to play
an important role in the future broadcasting. Currently
this research area is mostly related to the computer
graphics and animation since the multi-view camera
systems and displays have not entered into practical
use, hence the capturing of the multi-view sequences
are implemented by a computer graphic software. 

The hybrid video encoding systems like MPEG-1 and
MPEG-2 are based on the motion compensated DCT
coding scheme. The block-based prediction scheme
could be easily used for removing the redundancy
between the adjacent views (disparity compensation),
hence the conventional video encoding methods could
be used for motion and disparity compensation. The
multi-view profile of the MPEG-2 video encoding con-
tains both motion and disparity compensation, and the
several tools in MPEG-4 support to view an object from
any viewpoint. In an MPEG-4 scene the virtual and na-
tural video objects could be mixed since in the MPEG-
2 multi-view profile uses only binocular representation.

Beside the motion and disparity compensation hyb-
rid schemes the Depth Image-based Representation
(DIBR) could be also used for multi-view video coding.
This toolkit is also the part of the MPEG-4 video enco-
ding tools.

This paper organized as follows. In the next section,
the prevalent multi-view rendering devices are introdu-
ced. In Section 3 we describe the Depth Image-based
Representation of the three-dimensional objects. In Sec-
tion 4 we review the multi-view image and video enco-
ding systems where both the motion and/or disparity
compensation techniques and the methods based on
Depth Image-based Representation are introduced. In
Section 5 we show the developed multi-view encoding
system which uses DIBR. In our experiments the refe-

rence views are encoded and the others are rendered.
The MPEG-4 AVC is used to encode the color informa-
tion by using motion compensation and the depth infor-
mation in encoded by using a lossless codec. Finally
we give some further research objectives to complete
the developed hybrid method.

2. Three-dimensional display systems

There are several companies and universities offering
3D display solutions worldwide but all of them can be
categorized according to the next groupings of basic
principle. Many of those provide new opportunities for
3D presentation, but also present new challenges. This
section surveys the capabilities and characteristics of
different three-dimensional display technologies.

2.1. Volumetric Displays
Volumetric displays use some media positioned or

moved in space where they project light beams and so
light beams are scattered/reflected from that point of
this media which is generally a semi transparent or dif-
fuse surface. 

Moving screen
One solution is when there is a moving screen and

the different perspectives of the 3D object are projec-
ted on it. A well known solution (Actuality Systems) is a
lightweight screen sheet that is rotated at very high
speed in a protecting globe and the light beams from
an array of LED-s or microdisplays (DMD from Texas In-
struments) are projected onto it. By proper synchroni-
zation 3D objects can be seen in the globe. 

Double or Multi-layer screen
Other commonly used technique in volumetric dis-

play technology when two or more LCD layers act as a
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projection screen, creating the vision of depth. Deep Vi-
deo Imaging produced a 17” display which consist two
LCD with the resolution of 1280x1024. The Depth Cube
from LightSpace Technologies has 20 XGA (1024x
768) layers inside. The layers are LCD sheets that are
transparent/opaque (diffuse) when switched on/off, and
are acting as a projection screen positioned in 20 posi-
tions. Switching the 20 layer is synchronized to the pro-
jection and an adapting optics is keeping the focus. 

In volumetric displays the portrayed objects appear
transparent, since the light energy addressed to points
in space cannot be absorbed by foreground pixels.
Thus, practical applications seem to be limited to fields
where the objects of interest are easily represented by
wire frame models (Figure 1).

2.2. Autostereoscopic Displays
Autostereoscopic displays provide 3D perception

without the need for special glasses or other head-gear,
the separation for the left/right eye could be implemen-
ted using various optical or lens raster techniques di-
rectly above the screen surface. Two basic technologies
exist to make autostereoscopic displays: stereoscopic
and multi-view displays.

2.2.1. Stereoscopic Technology
It has long been known how to make a two-view auto-

stereo display using parallax barrier, lenticular sheet or
micropolarizer-based technology. These divide, into two
sets, the horizontal resolution of the underlying, typi-
cally liquid crystal display device. One of the two visible
images consists of every second column or row of pi-
xels, the second image consists of the other columns
or rows. The two images are captured or generated so
that one is appropriate for the viewer’s left eye and one

appropriate for the right. The two displayed images are
visible in multiple zones in space. If the viewer stands at
the ideal distance and in the correct position he or she
will perceive a stereoscopic image. The downside of this
is that there is a 50% chance of the viewer being in the
wrong position and seeing an incorrect, pseudoscopic
image. These serious limitations necessitate the use of
another autostereo solution. This is either to increase
the number of views or to introduce head tracking. 

Passive Stereoscopic Technology
This type of displays requires the viewer to be care-

fully positioned at a specific viewing angle, and with her
head in a position within a certain range, otherwise the
stereoscopic view will disappear. The information provi-
ded by these systems is only twice of the amount con-
tained in a 2D image. Moreover, there are physiological
side effects e.g., the contradiction between accommo-
dation and focusing, that can produce discomfort. 

Tracking Stereoscopic Technology
To overcome the aforementioned limitations, manu-

facturers of stereoscopic displays are developing head/
eye-tracking systems capable of following the viewer’s
head/eye movement. Even if this solution cannot sup-
port multiple viewers, and there could be latency effects,
it provides the viewer with parallax information and it is,
therefore, a good solution for single user applications. 

2.2.2. Multi-view Technology
This display projects different images to multiple zo-

nes in space. The whole viewing space is divided into
a finite number of horizontal windows. In each window
only one image (view) of the scene is visible. The view-
er’s two eyes see a different image, and the images
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change when the viewer moves his head, causing
“jumps” as the viewer moves from window to window. It
does not require 3D eyeglasses and allows multiple si-
multaneous viewers, restricting them, however, to be
within a limited viewing angle. 

Lenticular Displays
Multi-view displays are often based on an optical

mask, on a lenticular lens array. This is a sheet of cy-
lindrical lenses placed on top of a high resolution LCD
in such a way that the LCD image plane is located at
the focal plane of the lenses. The effect of this arran-
gement is that different LCD pixels located at different
positions underneath the lenticulars fill the lenses when
viewed from different directions. Provided these pixels
are loaded with suitable stereo information, a 3D stereo
effect is obtained in which left and right eyes see diffe-
rent but matching information. Lenticular state of the art
displays typically use 8-10 images (Figure 2). 

Parallax Barrier Displays
A parallax barrier, which comprises an array of slits

spaced at a defined distance from a high resolution
LCD, is one such a micro-optical component like the len-
ticular lens array. The parallax effect is created by this
lattice of very thin vertical lines, causes each eye to view
only light passing through alternate image columns. 

Displays with different optical filters and rasters
These displays are based on wavelength dependent

filters creating the necessary divided viewing space for
the 3D vision. The wavelength-selective filter array is
placed on a flat LCD panel, and a combination of seve-
ral perspective views (state of the art displays provide
eight views) is represented to the observer.

The images for wavelength-selective filter arrays con-
tain different views which are combined in a regular pat-
tern. The filter array itself is positioned in front of the
display and radiates the light of the pixels from the
combined image into different directions, depending on
their wavelengths. As seen from the viewer position the
different spectral components are blocked, filtered or
transmitted. So a perception of different images in the
viewing space is enabled (Figure 3). 

Integral imaging
Integral imaging (InIm)

uses a lens array and a
planar display panel. Each
elementary lens constitu-
ting the lens array forms
each corresponding ele-
mental image based on its
position relative to the ob-

ject, and these elementary images displayed on the
display panel are integrated at the original spatial posi-
tion of the object forming a 3D image. A primary disad-
vantage of InIm is its narrow viewing angle. The view-
ing angle, the angle within which observers can see
the complete image reconstructed by InIm, is limited
due to the restriction of the area where each elemen-
tal image can be displayed. Generally, in the InIm sys-
tem each elemental lens has its corresponding area on
the display panel. To prevent image flipping, the ele-
mental image that exceeds the corresponding area is
discarded optically in direct pick up method or electri-
cally in computer-generated integral imaging (CGII)
method. Therefore, the number of the elemental ima-
ges is limited and an observer outside the viewing zone
cannot see the integrated image (Figure 4).

2.3. Holographic Techniques
The holographic technology has the ability to store

and reproduce the properties of light waves. Attempts
have been made to use acousto-optic material. Further
moving holograms have been created using optically
addressed spatial light modulators. Pure hologram tech-
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nology utilizes 3D information to calculate a ho-
lographic pattern. This technology generates
true 3D images by computer control of laser
beams and the position of a system of mirrors.
Compared to stereoscopic and multi-view tech-
nologies, the main advantage of a hologram is
in the quality of the picture. The historical dis-
advantages are: the huge amount of informa-
tion contained in the hologram which limits its
use to mostly static 3D models; and the total in-
compatibility with existing displaying conven-
tions.

Holographic technology from Holografika
Each point (voxel) of the holographic screen

of Holo Vizio system emits light beams of diffe-
rent colour and intensity to the various direc-
tions (exactly how a point of a window does), in
a controlled manner The light beams are generated
through a patented specially arranged light modulation
system and the holographic screen makes the neces-
sary optical transformation to compose these beams in-
to a perfect 3D view. The light beams cross each other
in front of the screen or they propagate as if they were
emitted from a common point behind the screen. With a
proper software control of the light beams viewer or vie-
wers see objects behind the screen or floating in the air
in front of the screen. The system can be upgraded to
large scale (wall-size holographic screens), resolution,
brightness, etc. is not limited by principle (Figure 5).

The main advantage of this approach is that, similarly
to the pure holographic displays, it is able to provide all
the depth cues and it is truly multi-user within a reaso-
nably large field of view. This is a high-end solution
compared to other technologies and fulfils all the requi-
rements of real 3D displaying simultaneously, it creates
all light beams that are present in a natural 3D view,
that is the reason why one sees the same as in reality.
The display is able to provide all the depth cues and is
truly multi-user within a reasonably large field of view.
This is qualitatively very different from other contempo-

rary multi view technologies that force users into appro-
ximately fixed positions, because of the abrupt view-
image changes that appear at the crossing of discrete
viewing zones. By contrast, this holographic display
provides continuous horizontal parallax with 0.8° angu-
lar resolution for the full 50° field of view, free of any
transitions between view images. Reconstruction of the
perfect 3D view makes this system a really working 3D
display technology (Figure 6).

3. Depth Image Based Representation
of 3D objects

Image based rendering (IBR) techniques have been
proposed as an efficient way of generating novel views
of real and synthetic objects. The first step in the DIBR
developed was the generalization of sprites, a techno-
logy already widespread in the 80’s. The sprite is a pla-
nar projected image of an object or a part of a 3D sce-
ne, which is moveable by means of an affine transfor-

HÍRADÁSTECHNIKA

40 VOLUME LX. • 2005/12

Figure 5.  HoloVizio system from Holografika

Figure 6.  HoloVizio in operation – CAD and medical application



mation according to the camera. However, in the case
of fast camera movement or changes in orientation,
this method results in noticeable distortion. If we also
store the depth value of the point of the sprites beside
its colour (sprite with depth [1]), then we can handle the
slight non-affine distortions of texture and shape de-
pending on the camera parameters. The depth value
of a pixel means the distance from the spectator.

Based on the sprites with depth values, an exten-
ded picture with depth information was defined (relief
image) which contains the depth values in addition to
the colour components. 

There are some cameras on the market that can
sense the distance between the point and the camera,
but their accuracy is currently not acceptable, but in the
near future it would possible to create relief images with
cameras. Besides, there are several algorithms which
are able to recognize the convergent points of different
sequences and set the depth value of transparent
points by triangulation.

When scanning the 3D scene, the screen position
of points in an other view can be calculated with the
help of the depth values. However, it is easy to see that
there are several points which will be positioned out-
side the screen on the actual view or covered by an
another point. This means that the rendered image will
be incomplete. To fill the gaps in multi-view sequences,
we can take another image from a different view, or for
smaller gaps, apply an interpolation filter.

The missing pixels on a rendered image could be
covered on the reference images by an another object.
For these cases, the Layered Depth Image (LDI) was
introduced in [1]. LDI contains potentially multiple depth
pixels at each discrete location in the image. Instead of
a 2D array of pixels with associated depth information,
it stores a 2D array of layered depth pixels. A layered
depth pixel stores a set of depth pixels along one line
of sight sorted in front to back order. The front element
in the layered depth pixel samples the first surface seen
along that line of sight; the next pixel in the layered
depth pixel samples the next surface seen along that
line of sight, etc. When rendering from an LDI, the re-
quested view can move away from
the original LDI view and expose
surfaces that were not visible in
the first layer. The previously oc-
cluded regions may still be rende-
red from data stored in some later
layer of a layered depth pixel.
Using this description, we can cal-
culate some of the missing points,
but it is not possible to create
such descriptions with a camera. 

4. Multi-view video coding

In the case of multi-view video coding, a number of ca-
meras are used for recording a given scene, which
operate in a synchronized manner. Consequently, the
pixels that are visible from more than one camera will
be sampled at the same time. Owing to the spatial ar-
rangement of the cameras, pixels representing the same
point map to different coordinates along the views.
Moreover, in case of a real illuminated surface, intensity
and chrominance are likely to vary as well.

4.1. MPEG-2 multi-view profile
While MPEG-1 does not contain any recommenda-

tions aiming at the efficient coding of stereo images or
other redundant sequences, MPEG-2 comes with the
support for stereo coding. The MPEG-2 multi-view pro-
file defined in 1996 as an extension to the MPEG-2
standard, introduced a new concept for temporal sca-
ling and also made it possible to send various camera
parameters within the standard bitstream [3].

This profile is based on that of MPEG-2 temporal sca-
lability mode. The first, higher priority bitstreams codes
video at a lower frame rate, and the intermediate frames
can be coded in a second bitstream using the first bit-
stream reconstruction as prediction. The same principle
is used in the multi-view profile, though in this case mul-
tiple refinement layers can be predicted from the view
considered as the ‘middle one’. 

Here, of course, the term ‘refinement layer’ refers to
a separate view along which the appropriate camera
parameters are also transmitted in the bitstream. This
way the prediction between layers becomes prediction
between views (Figure 7).

In MPEG-2 multi-view profile, coding gain is achie-
ved only when the additional layer(s) could be encoded
at a lower bit-rate than the sum of the bitrate of the se-
parately coded original sequences. According to the
observations, layers refining the side views cannot be
compressed significantly better at the same quality,
hence the bit-rate needed is proportional to the num-
ber of views.
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Figure 7.  
Prediction method of MPEG-2 

temporal scalabi l i ty 
and multi-view profi le 



4.2. Implementing inter-view prediction 
in another MPEG encoder 
The aforementioned principle can be applied in case

of other codecs using inter-frame prediction. Choosing
MPEG-4 AVC, the most efficient MPEG video coding
tool at the moment, is beneficial since the use of AVC
inherently means a significant increase in coding gain.

MPEG-4 AVC [4] is designed to encode rectangular
objects, including natural camera sequences, too. In
multi-view systems, one of the toughest problems con-
cerns the proper calibration of cameras, since the more
cameras we have, the more difficult it becomes to set
the same level of light sensitivity. For this reason, in [5]
block-based inter-frame motion compensation is com-
plemented by an illumination compensation which mo-
dels the effect of illumination by offsetting and scaling
the intensity component. These two illumination para-
meters are also encoded beside the usual motion vec-
tor and motion segmentation information. Regarding the
tests, this method resulted in 0.5-1.0 dB coding gain,
and subjective evaluations also stated that the number
of errors appearing in critical regions decreased signifi-
cantly.

4.3. MPEG-4 Part 16: 
Animation Framework eXtension (AFX)
MPEG-4 AFX [6] contains the tools for depth-image

based representation to a large extent. Static and ani-
mated 3D objects of AFX have been developed mainly
on the basis of VRML (Virtual Reality Modeling Lang-
uage), consequently the tools are compatible with the
BIFS node and the synthetic and audiovisual bit-
streams as well [7-9]. There are two of the main data
structures of AFX which are essential concerning DIBR:
these are SimpleTexture and PointTexture.

The SimpleTexture data structure holds a 2D image,
a depth image and the camera parameters (position,
orientation, projection). The pixels of the depth image
can be transmitted either pixel-by-pixel as a fourth co-
ordinate beside the intensity and the chrominance sig-
nals, or as a separate grayscale bitstream. In most
cases, the coding of depth images is lossless since the
distortion of depth information along with changing the
camera parameters can lead to the miscalculation of
pixel positions.

However, a SimpleTexture structure is not enough
for describing an object, apart from viewing it only from
one direction and allowing minimal deviations of posi-
tion and orientation from that of the middle camera. For
the sake of more complex cases, the PointTexture data
structure should be used for characterizing objects. Point
Texture stores intersections of the object and various
straight lines by means of assigning depth value and
colour information to each point of intersection.

4.4. Depth-image based multi-view image
and video coding
A number of articles deal with depth-image based

coding beyond the tools of MPEG-4. One of the most

comprehensive achievement is described in [10], which
introduces a new algorithm for the efficient coding of
the MPEG-4 AFX OctreeImage representation and al-
so gives an exhaustive and interesting overview of
DIBR issues.

MPEG-4 AFX is not the only available tool for LDI
coding. A solution enumerating a couple of alternatives
can be found in [11]:

• Store the number of layers (namely the number of
colour-depth pairs) for each pixel. This image can be
encoded as a grayscale image with usually a few gra-
dation levels. The JPEG-LS [12] algorithm has proven
to be significantly more efficient than the Deflate (ZIP)
algorithm regarding either compression ratio or elapsed
time.

• The different colour component and depth layers
are encoded separately. Since the larger are the lay-
ers, the smaller is the number of pixels, the following al-
ternatives have been examined:

– MPEG-4 Shape Adaptive DCT
– Rectangular shape image completion, 

encoded by JPEG 2000
– MPEG-4 arbitrary shape codec
– VOW (Video Object Wavelet) codec that is able to

encode arbitrary shaped images just the one above.
According to the observations, VOW performed
best at both the color and distance layers.

JPEG 2000 is also used for encoding a still picture in a
multi-view manner [13]. In this research, the authors ex-
perienced that in case of 16 bit depth images the
JPEG 2000 encoder produced such reconstructed pic-
ture quality at 0.3 bpp compression ratio that is just ac-
ceptable for DIBR. Important regions for ROI (Region of
Interest) coding in JPEG 2000 are set by examining the
depth image and the picture itself. Additionally, depth
information is companded before encoding.

5. Experiments and results

In this section, we enumerate the effectiveness of the
depth image based multi-view video encoding by imple-
menting the DIBR rendering algorithm, the encoding of
the depth and the color images and generating a na-
tural-like synthetic multi-view video sequence. The target
bit-rate was between 24 and 30 Mbps which fits into
one DVB-T multiplex and the target number of cameras
was 60 which corresponds the holographic display by
Holografika.

The 60 cameras capture a virtual reality scene where
12 different cars turn in a simple 90-degree bend while
there are trees and a high-rise blocks of flats in the
background. The resolution was 512x320 for each ca-
mera. The car models of the Need For Speed 3 Hot
Pursuit are used, this format could be easily imported
and contains a car-specific texture-mapped polygon re-
presentation of 3-D objects (car body and several –
usually four – wheels). Large amount of overlaps occur-
red on the rendered images and due to the transpa-
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rent texture parts some image areas could be captured
only by one camera. Only some viewpoint was comp-
ressed where the RGB image is encoded by using
MPEG-4 AVC and the depth image is compressed by a
lossless method. The missing views are rendered by
using the decoded RGB and depth image.

In the first step we determine that 9 bit depth value
in each pixel is capable of rendering the images at
PSNR of 38 dB when the DIBR rendering uses the ori-
ginal images as references.

Table 1.  The angle of camera of the reference views

5.1. Image synthesis by using depth information and 
reference images encoded by MPEG-4 AVC 
To develop a depth-based image rendering system

we must define the proper parameters of each camera.
Since we use OpenGL to produce the multi-view sequ-
ence the camera parameters could be extracted from
the OpenGL transform matrices.

In the OpenGL, a point (x,y,z) in the virtual space is
transformed to display coordinates (u,v,d) using homo-
geneous coordinates as follows:

1. Modelview transform:

(1)

where Tview denotes the modelview transform matrix 
which can be requested from the OpenGL system after
defining the viewing transform.

2. Perspective transform:

(2)

where Tpers is the perspective transform matrix.

3. Display transform:

(3)

where u and v denotes the horizontal and vertical
pixel position on the rendered picture and zd denotes
the depth information, Zmin and Zmax denote the mini-
mal and maximal depth value, respectively, the width
and height of the display is vs x and vs y and the top-left
coordinate is (vs x, vs y). 

This transform could be also represented using a
4x4 matrix, this matrix is simply called T3- in this paper,
hence

(4)

By using the above equations, the DIBR-based
image reconstruction could be implemented as follows:

• Let Rk(,) denote the reference image in the k-th
view and Zbuffk(,) the corresponding depth image
which contains the depth value of rendered pixels and
there are +∞ in the untouched pixel positions. To ren-
der the target image in the n-th view by using the re-
ference image in the k-th view we use the z-buffer al-
gorithm.

• For every (uk,vk) on the :
– Get the depth information zk

at the (uk,vk) position on the
depth image

zk = Zbuffk(uk,vk) (5)

– Determine the original 3D
coordinate (x,y,z) 
as follows (6):

– Calculate the position and depth on the picture 
in the n-th view as follows (7):

After dividing the vector by scalar to keep the last
component = 1 in the homogenous representation we
get the position and the depth value on the target image.
Both coordinates of the position must be quantized to
get an integer value and the pixel of the target image
at this integer coordinate position must be updated ac-
cording to the z-buffer algorithm. By scanning all refe-
rence pictures the target image could be rendered but
some pixels could be untouched.

The quantization of the position coordinated could
cause a misplacement error by one pixel position, while
the quantization of the depth value can enlarge the
misplacement error by more pixel position.

The steps of the image synthesis are shown in
Figure 8.

First the nearest reference view is used to render
the target image, after that all reference views are used
in ascending order of distance from the target image.
Finally, the missing pixels are produced by an interpo-
lating filter. The covered area is mainly covered by more
pixels than the area contains since several pixel occurs
on more reference images but the shading could be
different due to the illumination. This case could be
detected by comparing the shading, the position and
depth value on the target picture, and if these values
show significant similarity we assume that these pixels
from the reference images correspond a same pixel in
the 3D space hence we use the shading of the pixel
form the most adjacent view.

Due to misplacement, illumination and coverage prob-
lems the subjective and objective quality of the rende-
red images are very different. While the objective qua-
lity in PSNR of the rendered image was very poor, in
contrast the subjective tests showed significant degra-
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dation only by the boundary of the objects. To find a
suitable objective distance measure, we define two new
distortion measures based on the well-known PSNR
measure. The first measure called PSNRcovered is used
to handle the coverage problem, this measure is the
average PSNR evaluated only on the covered pixels.
To handle the misplacement error we define PSNRu
where the horizontal coordinate denoted by u in (7) is
rounded to the nearest integer position where the squa-
red error between the rendered pixel and the original
pixel is smaller. The latter solution can not be appli-
cable in a real system and used only for test purposes.

Table 2 shows the results of these distance measu-
res for different number of reference views where the
reference views are compressed by using our H.264/
AVC codec with quantization parameter of 32.

The results in Table 2 show that the best performan-
ce could be achieved by a proper rounding of the hori-
zontal coordinate u in (7) but this could not be imple-
mented in a real system in this way. Furthermore, the
uncovered pixels cause only slight quality degradation. 

Finally, the larger number of reference views gene-
rate insignificant quality improvement while the enco-
ding of the depth images of reference views are very
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Figure 8/a. 
Prediction from the nearest left reference image

(PSNR = 24.10 dB)

Figure 8/b. 
Prediction from the nearest right reference image

(PSNR = 27.63 dB)

Figure 8/c. 
Prediction from the nearest left and right reference

image (PSNR = 33.45 dB). 
There are uncovered pixels around 
the tree on left and the white car.

Figure 8/d. 
Predict ion by using al l  reference views 

(PSNR = 34.64 dB). 
The missing pixels are almost covered.

Figure 8/e. 
The result of the interpolation fi ltering of 

the missing pixels on Figure 8/d (PSNR = 36.25 dB)

Figure 8/f. 
The original image



costly. Hence we suggest to use 5 or 7 reference views
in the following experiments.

5.2. Lossless compression of depth images
The depth image pixels are quantized with 9 bits

and these 9 bit symbols must be restored without error.
The current lossless compression algorithms are desig-
ned for 8 bit alphabet hence one has to develop a new
method or modify the current algorithms. In our experi-
ments we modified the following well-known algorithms
to support 9 bit images:

Deflate (ZIP):
Deflate compression is an LZ77 derivative used in

zip, gzip, pkzip and related programs. In 1977 Abraham
Lempel and Jacob Ziv presented their dictionary based
scheme for text compression which outputs offset and
lengths to the previous text seen and also outputs the
next byte after the match.

GIF87a (LZW):
The GIF is an implementation of LZW (Lempel-Ziv-

Welch algorithm) with some special code. LZW is a dic-
tionary based scheme based on LZ78 which outputs
bytes and codewords: pairs of offsets and lengths.
LZW outputs always codewords, they refer to a dictio-
nary that has 4096 entries.

Burrows-Wheeler transform 
with WFC and RLE-BIT algorithm:
This hybrid method is based on the implementation

of Burrows-Wheeler transform by Jürgen Abel [14]. It is
based on a permutation of the input sequence – the
Burrows-Wheeler Transformation (BWT) –, which groups

symbols with a similar context close together. It the used
version, this permutation was followed by a Weighted
Frequency Count (WFC) ranking algorithm and a final
entropy coding stage using RLE-BIT algorithm and
adaptive arithmetic coding.

PNG (Portable Network Graphics):
The image compression algorithm of PNG works on

a byte basis. First, the pixels of the image are encoded
as bytes. Optionally, the bytes are filtered by one of the
4 predictors to improve compression. The prediction er-
ror bytes are compressed to by using the deflate algo-
rithm and the resulting symbols are Huffman encoded.

JPEG-LS:
This method is the predictive lossless part of the

JPEG image coding standard. Similarly to the PNG, is
uses 8 predictors and the prediction error in each pixel
is Huffman encoded.

The JPEG-LS is only method that supports the 9-bit
alphabet, hence the other methods are modified to sup-
port 9 bit input symbols. The result of the 9 bit variants
are shown in Table 3. The performance of the 9 bit BWT
algorithm is significantly better compared to the other
methods hence we use this result to calculate the re-
quired bit-rate for encoding the multi-view video sequ-
ence.

5.3. The bandwidth of the encoded RGB and 
depth images
Based upon the latter results, Table 4. shows the

required bandwidth of the encoded RGB and depth
images of the reference views. The results show that at
20.74 Mbps the PSNR value of 26.7 dB can be achie-
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Table 2.  
The resulting values of 
the distance measures for 
different number 
of reference views

Table 3.  
Lossless encoding of 
the depth images 
in the test sequence by 
using the 9 bit variant of 
the compression 
algorithms

Table 4.
Comparison of total bit rate and
average PSNR values for 
the hybrid DIBR-AVC schemes
with several number of reference
views. Note that the rendered
images require no bandwidth 
in this scheme but their PSNR
values are also calculated 
in the average PSNR values.



ved by using MPEG-4 AVC with quantization parameter
of 42. Almost the same quality could be obtained at 21
Mbit/s by using 5 reference views, where the RGB and
depth images of the 5 views are encoded and the ima-
ges in the remaining views are reconstructed by using
DIBR.

The two most promising configurations are capable
of transmitting the multiview sequence of 61 cameras
on a single DVB-T channel. The single MPEG-4 AVC ba-
sed scheme has a slightly better performance in qua-
lity, but the implementation of DIBR reconstruction is
cheaper.

6. Conclusions and further work

In this paper, the two basic methods of multi-view video
encoding were shown and compared. First we introdu-
ced the multi-view video representation and the devi-
ces capable of displaying the multi-view video sequen-
ces. We described the Depth Image-based Represen-
tation of the three-dimensional objects and reviewed
the multi-view image and video encoding systems. 

In Section 5 we showed the developed multi-view
encoding system using DIBR. In our system the MPEG-
4 AVC is used to encode the color pictures of reference
views, and the corresponding depth information is en-
coded by a 9-bit lossless codec based on BWT. The
other views are rendered by using the decoded depth
and color image of the reference views. The developed
hybrid method AVC could achieve the performance of
the single-view MPEG-4 AVC scheme. 

Further research will be performed on improvement
of the performance of lossless compression of the depth
images by utilizing the redundancy between the depth
images. This redundancy can be by exploited since se-
veral depth value in a depth picture of a reference view
can be predicted from an other reference view by using
(7). As we have shown in the results the misplacement
problem after (7) is also an important topic, this could
be handled i.e. by using offset buffer on sub-pixel basis
or an object warping technique could be also capable
of solving this problem.

Another interesting aspect could be a stronger integ-
ration of the DIBR reconstruction and the hybrid motion
compensated transform coding. In this topic the rende-
ring error of the rendered images could be further com-
pressed by a transform coding engine or the rendered
images could be used as reference images in motion
compensation.
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1. Introduction

The appearance and spreading of the sophisticated
mobile services over IPv6 is the most significant advan-
tage of the Internet2. The effect of mobility on the
TCPv6 and UDPv6 protocols reveals an exciting user
and professional issue. In order to picture the qualita-
tive answer with quantitative attributes, comparative mea-
surements are needed. 

The operability, availability of services during the
physical movement of the node is a requirement that
appears as one of the important demands from an ad-
vanced network with good reason. The development of
wireless IP telephony, wireless laptops and PDAs show
the way to this direction. The mobility feature of wire-
less LANs drives to a new result: 

– Innovative application development:
alarm and message sending. Appearance of the
constantly online workflow systems. 

– Increase of efficiency and productivity:
the permanent network connectivity makes it
possible to perform tasks from any place 
without delay. 

– Increase the authenticity of data:
data is available any time, any place. 

– Availability:
user can be virtually online at his home, 
on the street and in the workplace as well.

In this paper we intend to show a quantitative com-
parison of different applications of the IP terminals
communicating over a mobile WiFi network. Furthermo-
re we provide the explanation of the experienced phe-
nomenon, and draw the conclusions about the expec-
ted directives of developments.

2. Mobile data transmission

As we already know, the IP versions 4 and 6 are able
to provide mobile functions beyond the conventional
fixed, wired network communication. The wireless data-
link layer connections can be also capable of forward-
ing frames for the network layer. Thus for transport
layer protocols the behavior of the lower layers will be
considered more or less depending on the IP version.

The mobile function of IP means that the terminal
moves physically from his place during the communica-
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tion, therefore his network layer environment changes.
At the new location an IP router with foreign agent
function keeps the connection henceforward with the
original home agent router by means of an IP tunnel
[1]. Thus the IP terminal is able to communicate at the
new place. The speed of interaction between the agent
processes and the additional network load are impor-
tant issues. The IP version 4 and 6 show different be-
haviors from this aspect as well. These features are lis-
ted in Table 1.

In the case of wireless data links there is a possibi-
lity for the mobile terminal to remain in the same broad-
cast domain, therefore the route of the forwarded frames
changes, but the IP address of the terminal doesn’t.
This is the typical event of L2 roaming, when the termi-
nal switches to another access point and only the data-
link layer devices changes theirs CAM tables. This pa-
per studies the effect of roaming occurred during cell
changes generated by a terminal placed in a moving
vehicle in a real outdoor WiFi environment for IP v4 and
v6 connections (Table 2). 

3. Roaming mechanisms

In wireless LANs, nodes are able to virtually connect to
the corporate network. The cell change (roaming) is a time
consuming process during that the terminal re-associa-
tes with a new AP from the current AP. We are talking
about data-link (L2) roaming when this process occurs
between APs belonging to the same subnet (Figure 1). 

If the terminal connects to an AP in a different sub-
net, then network (L3) roaming will happen. Network
roaming can occur only after a successful L2 roaming
[2]. 

Changing the cell  is based on the decision of the
client whose task is to discover the possible APs, to
evaluate their parameters, then to choose between the
selected APs. The data-link cell change involves the
followings:

1) The terminal moves from cell “A” to cell “B”. The
access points belong to the same subnet, so it’s an L2
roaming. As soon as the client gets out of cell “A”, one
of the parameters of the connection with APA reaches
the given threshold and generates the roaming pro-
cess.

2) The client scans all of the IEEE 802.11 radio
channels, and looks for an available AP. After finding
the APB, authentication and association phases occur
on the physical radio channel.

3) The APB sends a zero content multicast messa-
ge with a source MAC address identical to the address
of the mobile terminal. Switches in the wired LAN upda-
te their CAM tables on the basis of this message. The-
refore Ethernet frames addressed to the terminal reach
APB instead of APA.

4) APB sends a multicast message with its own
MAC address notifying all APs on the subnet that the
terminal with the given physical address is associated
to it. As the APA gets this message, deletes the MAC
address of the mobile terminal from its association
table. 
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Figure 1.  The L2 and L3 roaming

Table 2.



The roaming process is always initiated by the cli-
ent, but no IEEE standard exists currently about this
process [7]. Generally the roaming is triggered by the
following events:

a) Exceeding the Maximum Data Retry Count thres-
hold: when the client is uable to transmit the data after
its preconfigured retry count, the station initiates a roa-
ming process. This counter is set to 16 by default and
is configured in the wireless adapter management
software (e.g. Aironet Client Utility).

b) Missing too many beacons: all clients associated
to an AP receive beacons periodically. APs send a bea-
con every 100 ms by default according to the beacon
period configuration setting. A client learns about the
AP’s beacon interval from a beacon component. If the
station doesn’t receive eight consecutive beacons, the
roaming event occurs and the roaming process is initia-
ted. Even an idle client is able to detect the loss of ra-
dio link quality by monitoring the incoming beacons.

c) Change of data rate: Under normal conditions
packets are transmitted at the AP’s default rate. This
rate is the highest that can be set as “enable” or “requi-
red” parameter on the AP. Every time a packet has to
be retransmitted at a lower rate, the retransmit counter
is increased by three. For packets transmitted success-
fully at the default rate, the retransmit counter is decre-
ased by one, until it reaches zero. When this counter
reaches 12, one of the following scenarios occurs: 1. If
the client has not attempted roaming in the last 30 se-

conds then the roaming process occurs. 2. If the client
has already attempted to roam in the last 30 seconds,
the data rate for that client is set to the next lower rate.
A client transmitting at a lower rate than the default one
will increase the date rate to the next higher rate after
a short time interval if transmissions are successful.

d) Periodic Client Interval: For Cisco Aironet v6.1,
the rate and the signal intensity for the mobile termi-
nal’s search for a base station with better reception can
be configured. With these settings, the client will look
for a better base station when both of the following
conditions have been met: 

– The client has been associated to its current ac-
cess point for at least 20 seconds. This restriction
is needed to prevent a client switching between
access points too rapidly. Valid values are from 5
to 255 seconds.

– The signal intensity is less than 50%. Valid values
range from 0 to 75%. The periodic scan is a roa-
ming event that causes the occurrence of the roam
process.

e) Initial Client Start-up: When a client starts up it
goes through the roaming process, to scan for and as-
sociate with the most appropriate access point.

Searching for a new AP is needed for the roaming
process [3]. When a roaming event occurs the client
station scans each 802.11 channel in order to deter-
mine the list of available APs and to select the best
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Figure 2.  Steps of the L2 roaming



one. On each channel the client station sends a probe,
and waits for probe responses or beacons from access
points on that channel. The probe responses and bea-
cons received from access points are discarded unless
they have matching Service Set Identifier (SSID) and
encryption settings.

When the scan process is completed and the mobile
client has a list of responding access points, it selects
the access point to compare with the others. If the ter-
minal is in its initial start up phase, then the new AP will
be the first element of the list, when the terminal is in
roaming phase then the new AP will remain the same if
it answered to the test probe frames, in case of no
answer the first element of the list will be the new AP.

The current access point is compared to each of the
access points in the list. In order to be considered as a
new current access point, each access point must meet
all of the following conditions: 

1) Signal intensity of the potential new AP is at least
20%. If signal is more than 20% weaker than the
current one, signal intensity must be 50% or more. 

2) If the potential new AP is in repeater mode, and
it’s distance from the backbone, in radio hops, is
larger than the current AP, it must have 20% more
signal intensity than the current base station. 

3) The transmitter load of the roaming target AP can
be at most 10 % higher than the current AP’s load.
The mobile client compares the access points that
meet the base conditions with the current access
point. If an accepted AP fulfills any of the follow-
ing conditions, the terminal selects it as the new
AP, henceforward the next AP of the list is com-
pared to this new one: signal intensity is 20%
higher than current, smaller hop distance to the
backbone, at least four fewer clients associated
to it than current access point, transmitter load is
at least 20% less.

From 12.2.(11)JA IOS version, Cisco’s “fast secure
roaming” implementation has two additional features:
more efficient 802.11 channel scanning during physical
roaming, and an effective re-association mechanism
applying more advanced encryption key management.
The improved channel scanning results in faster L2 roam
irrespective of the authentication method. 

The key management speeds up the
Cisco LEAP authentication process, there-
fore roam will be faster and safer. Both on
Cisco terminals and base stations the chan-
nel scanning is enabled by default. Fast
secure roaming is preceded by a channel
scanning. 

Before 12.2.(11)JA IOS version for a
client station it took 37 ms to check a chan-
nel that took 431 ms total for 13 channels
in case of European standards. For each
channel the mobile client executes the fol-
lowing steps: when the radio hardware of
the client tuned to the given WLAN channel,

listens to avoid collision, then sends “probe” frames and
waits for “probe response” or “beacon”.

The channel scanning of fast secure roaming is more
efficient: Re-associating clients now communicate infor-
mation to the new access point such as the length of
time since they lost association with the previous ac-
cess point, channel number, and SSID. Using the infor-
mation from client associations, an access point builds
a list of neighbour access points and channels these
access points were using. If the client reporting an
neighbour access point was disassociated from its pre-
vious access point for more than 10 seconds its infor-
mation is not added to the new access points list. Ac-
cess points store a maximum list of 30 neighbour access
points. This list expires over a one-day period. When a
client associates to an access point, the associated ac-
cess point sends the adjacent access point list to the
client as a unicast packet. 

When a client station needs to roam, it uses the list
of neighbour APs it received from its current AP to re-
duce the number of channels it needs to scan. There
are three roam types. Client uses them according to its
activity.

– Normal Roam: The client has not sent or received
a unicast packet in the last 500 ms. The client does not
use the neighbour access point list obtained from the
previous access point. Instead it scans all channels va-
lid for the operating regulatory domain.

– Fast Roam: The client has sent or received a uni-
cast packet in the last 500 ms. The client scans the
channels on which it has been told there is an adjacent
access point. If no new access points are found after
scanning the adjacent access point list, the client re-
verts to scanning all channels. The client limits its scan
time to 75 ms if it is able to find at least one better AP.

– Very Fast Roam: the client has sent or received a
unicast packet in the last 500 ms, and the client incre-
ases the load of the cell with a non-zero percentage.
Same as Fast Roam except the scan is terminated as
soon as a better AP is found.  

Devices used in our test environment can operate in
all of these three roaming modes.
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Figure 3.  Channel management of the fast roaming



4. Test environment

We set up an outdoor test WiFi system in order to study
the behavior of the IPv4 and IPv6 protocols in mobile
environment. The test is based on two APs operating
according to the IEEE 802.11b standard, placed in
100 m distance from each other, linked with wired Et-
hernet connection, and a mobile terminal. As we know
roaming is supported in the 11 Mbps WiFi standard.
Whereas the speed of data transmission is strongly de-

pend on the distance between the AP and the client
station. During movement the client approaches to and
diverges from the access point that causes the altera-
tion of transmission speed in the data link layer. 

In our measurements we fixed the transmission rate
to 11 Mbps, this way the alteration of the radio signal
strength forces the client station to initiate the roam pro-
cess. We studied the behavior of the different transport
layer protocols while the client station was moving on a
vehicle (with constant speed during the roaming) paral-
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Figure 4.  The measurement environment

Figure 5.  The roaming process



lel to the line between the two access points. On the
server side, the Ethereal snoop program was run, sto-
ring all of the L2’s frames with unique timestamps for
further analysis. During roaming the direction of data
stream is important, because due to roaming, buffering
is needed on the wired side (down) or on the wireless
side (up) which significantly affects the operation of TCP
connections. 

We’ve selected three different sizes of ICMP message
according to 64 bytes, 1500 bytes data link frame and
32 Kbytes in multiple frames. It’s important for the mini-
mal and maximal size of frame (MTU), and for the seg-
mentation of IP packet. The speed of the vehicle was
constant between the two APs, we were driving accor-
ding the normal traffic rules applied for built-in areas
(10 Km/h, 30 Km/h, 50 Km/h).

5. Measured parameters 
and evaluation

Using the frame sequence captured by Ethereal, we
can interpret the signals of the roaming process, further-
more the traffic of the transport layer. So thus the roa-
ming R[ms] and the traffic’s drop out T[ms] became mea-
surable.

FTP transmission of large files is realized based on
the TCP’s “Slow Start” and “Windowing” algorithms. The
regulation of the window size is made necessary by the
data rate alteration of the data link layer. The duration
of the WiFi transmission’s roaming phase strongly influ-
ences the efficiency of TCP. 

UDP transport is much more adaptive by nature. We
were sending 100 packets with spray ping which loa-
ded the radio channel by 0.93, 21.82 and 100.0 per-
cent depending on the packet size. Based on the mea-
sured parameters we can make the following observa-
tions (see Figures 7-14):

• In case of ICMPv4 the time required for roaming is
decreasing with the speed when frame size is under the
default Ethernet MTU (1500 bytes), while with frames
above the MTU it shows an increasing tendency. In
case of segmentation it takes more time to reorder the
packets. The ICMPv6 roaming time is decreasing with
the speed at all frame size due to the medium sensing
feature of the IPv6.

• Under the default Ethernet MTU frame size the
loss of ICMPv4 traffic doesn’t depend on the speed,
whereas the delay is reduced by the segmentation. This
virtual inconsistency is due to the persistent load of the

radio channel. Strong
fluctuation can be ex-
perienced with ICMP
v6 in function of the
speed, because IPv6
disconnects from the
data link layer.  The
IPv4 doesn’t perform
this disconnection, so
the ICMPv4 is less sen-
sitive.
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Table 3.

Table 6.  
Measured parameters
(R[ms], T[ms])



• The traffic dropout of ICMPv4 is 1.5 second longer,
while the ICMPv6 dropout is 1 sec. longer than the roa-
ming time. With smaller frame size the dropout depends
less on speed, whereas at larger frames only IPv6 is
sensitive to the speed.

• The dropout of TCPv6 is independent of the direc-
tion of data stream. In case of TCPv4 the download
bears significantly more data loss than the upload. This
is due to the quick window size alteration of the IPv4,
therefore at download there’s a high data loss because
a great number of frames are sent to the previous AP.

• TCPv4 uses larger window size and slow dyna-
mics, while TCPv6 applies smaller windows that are
controlled quickly. Thus the IPv6 tolerates the roaming
events of WiFi environment, resulting in the decrease
of traffic loss. 

• In case of download the loss of TCPv4 traffic
strongly depends on the speed of the moving terminal
station. It can produce a 9.2 seconds of dropout at
speed of 50 Km/h that makes impossible to communi-
cate from fast moving vehicle. In case of TCPv6 down-
load this value doesn’t depend on speed and can be
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Figure 7. Figure 8.
Effect of the frame size to the roaming (ICMPv4) Effect of the frame size to the roaming (ICMPv6)

Figure 9. Figure 10.
Effect of the roaming to the UPD v4 Effect of the roaming to the UPD v6

Figure 11. Figure 12.
Effect of the roaming (TCP download traff ic) Effect of the roaming (TCP upload traff ic)

Figure 13. Figure 14.
Effect of the roaming (TCP download traff ic) Effect of the roaming (TCP upload traff ic)



kept under 3.6 seconds. The dropout of TCPv4 upload
traffic changes little with speed, while TCPv6 produces
significant alterations.

6. Summary

TCP connections are affected significantly, while UDP
connections are affected less significantly by the inter-
action between the mobile station’s relative speed and
the roaming execution [5],[6]. The results gained statis-
tically from the comparative measurements provide us
with a practical view on the behavior of IPv4 and IPv6
protocols in mobile environment, furthermore we can ans-
wer the question if the performance of IPv6 over wire-
less data link layer is really higher compared its prede-
cessor IPv4. 

The conventional applications provide slower trans-
mission over mobile links due to the best effort nature
of IPv4, while IPv6 assures effective data transfer be-
cause of its quick adaptation to lower layers. Time sen-
sitive applications (IP phone, video conference) suffer
significant dropouts due to the limitations of IPv4’s QoS
in mobile WiFi environment therefore the provided quali-
ty is unacceptable. The quick adaptation of IPv6 decrea-
ses the interval of dropouts [4].

A possibility for further investigation may be the ana-
lysis of quality influencing factors for communication
services of mobile stations that move outside of built-up
areas, at higher speed (on highways, train, etc.). Now
we can also clearly see the necessity of future develop-
ment: speeding up the roaming phase and develop-
ment of IPv6 specific applications.
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World Telecommunications Congress 2006
embracing for  the f i rst  t ime WTC/ ISS and ISSLS

“Emerging Telecom Opportunit ies”

Budapest Congress & World Trade Center, Hungary
30 April - 3 May 2006

Conference Tracks
• Transforming the business of telecommunications: about changes in the business environment affecting telecom

companies, including regulation, new business models and competition, network and service convergence, and the ma-
nagement of networks and services.

• Transforming the customer’s experience: about new developments in the Next Generation Networks and the Ser-
vices that will emerge to radically change the way customers experience voice, video, data and mobility.

• Transforming the network’s technology: about the latest developments in the underlying technology enabling higher
broadband speeds, more mobility and portability options, and more efficient IP and optical networking.

• Transforming the quality of service: about the latest ideas on how to improve the overall quality of service, inclu-
ding how to engineer networks to ensure quality and how to measure the quality of the delivered services.

Keynote Speakers
• Miklós Boda, Secretary of State, National Office for Research and Technology, Hungary
• Tadanobu Okada, Associate Senior Vice President, NTT
• Anton Schaaf, Chief Technology Officer, Deutsche Telekom AG
• Pradeep Sindhu, Chief Technology Officer, Juniper 
• Vicente San Miguel, Deputy Director General, Telefónica de España
• Prof. Lajos Hanzo, Chair, University of Southampton
• Robert Cowie, Chief Engineer, Openreach, BT
• Peter Janeck, Chief Technical Officer, T-Com Hungary
• Tim Stone, Senior Marketing Manager, Cisco Systems
• John Cioffi, Professor, Stanford University
• Michael Chamberlain, Director of Solutions, Microsoft
• Rick Missault, Vice President Marketing & Communications, Alcatel
• Guido Roda, Director of Network Service Engineering, FastWeb
• Reza Jafari, Member of the Board, ITU TELECOM
• Herbert Mueller, Chief Operation Officier, Slovak Telekom
• Wolfgang Schmitz, Senior Executive Vice President, Deutsche Telekom AG
• Camille Mendler, Director, Yankee Group 
• Oscar Gestblom, Marketing Manager, Business Unit Systems, Ericsson AB
• Dave B. Payne, Manager, Broadband Architecture and Optical Networks, BT One IT

T
he telecommunications network has undergone dra-
matic changes from the days of voice switches and
copper loops. WTC2006 - World Telecommunications

Congress brings together and preserves the traditions of
two series of conferences: ISS (International Switching
Symposium) and ISSLS (International Symposium on Servi-
ces and Local AccesS) that for over three decades have
tracked this evolution. 

A significant number of outstanding representatives
of the communications industry from different corners of
the world will share opinions in plenary sessions about
key issues of the day. 

Over 90 papers thoroughly reviewed and selected by
the International Technical Committee in 19 thematic and

two poster sessions will focus and address the needs and
opportunities of the 21st Century telecommunications in-
dustry. In four tracks the conference takes the chance to
catch emerging telecom opportunities in the processes of
transforming network technologies, services, business app-
roaches and customers’ experiences. 

The Scientific Association for Infocommunications,
Hungary (HTE) and the Association for Electrical, Electronic
& Information Technologies, Germany (VDE/ITG), organi-
zers of WTC2006 cordially invites you to participate and
visit historic and beautiful Budapest, birthplace of Tivadar
Puskás (1844-1893), intellectual father of the telephone
switching office, business partner of Edison and John von
Neumann, pioneer of computer technology. 

Conference Secretariat
HTE - Scientific Association for Infocommunications
Budapest, Kossuth Lajos tér 6-8, Hungary - 1055

Phone: +36 1 353 1027, Fax: +36 1 353 0451
e-mail: info@hte.hu, web: http://www.wtc2006.com



HÍRADÁSTECHNIKA

56 VOLUME LX. • 2005/12

W
o

r
ld

 T
e

le
c

o
m

m
u

n
ic

a
ti

o
n

s
 C

o
n

g
re

s
s

 2
0

0
6

B
ud

ap
es

t C
on

gr
es

s 
&

 W
or

ld
 T

ra
de

 C
en

te
r, 

H
un

ga
ry

 •
 3

0 
A

pr
il 

- 
3 

M
ay

 2
00

6

C
o

n
fe

re
n

c
e

 S
e

c
re

ta
ri

a
t

H
T

E
 –

 S
ci

en
tif

ic
 A

ss
oc

ia
tio

n 
fo

r 
In

fo
co

m
m

un
ic

at
io

ns
H

-1
05

5 
B

ud
ap

es
t, 

K
os

su
th

 L
aj

os
 té

r 
6-

8.
P

ho
ne

: +
36

 1
 3

53
 1

02
7 

 •
  

F
ax

: +
36

 1
 3

53
 0

45
1

e-
m

ai
l: 

in
fo

@
ht

e.
hu

  
• 

 w
eb

: h
ttp

://
w

w
w

.w
tc

20
06

.c
om


