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Our journal is continuing with the practice of pub-
lishing English issues regularly, currently twice
a year, in July and in January. The present

issue contains English versions of reviewed research
papers, carefully selected from the preceeding five Hun-
garian issues. In general, we also consider papers from
open call, therefore the editors would like to encourage
prospective authors to submit their results specifically
for the English issues. Being a selection, the papers’
topics span a wide range of issues of current interest
as the reader can see from the short summaries below.
We present the papers in the order of their original publi-
cation times in the respective Hungarian issues in Feb-
ruary through June 2008.

László Toka and Attila Vidács in their paper “Manag-
ing users in a peer-to-peer storage system”, deal with
incentives for peers so that they contribute to the ser-
vice quality. Two different approaches are suggested:
either each peer’s use of the service be limited to his/
her contribution level (symmetric schemes), or that sto-
rage space be bought from and sold to peers by a sys-
tem operator that seeks to maximize profit. Using a non-
cooperative game model to take into account user sel-
fishness, these mechanisms are studies with respect to
the social welfare performance measure and necessary
and sufficient conditions are given for one scheme to
socially outperform the other. 

László Muka and Gábor Lencse developed a so-cal-
led meta-methodology (MM) for efficient simulation of in-
focommunication systems and related processes. The
goal of this development is to support the use of the most
efficient method in any phase of the simulation process.
The authors identify factors that influence the simula-
tion problem contexts and make them dynamic, then for-
mulate the requirements on the MM determined by the
dynamic simulation problem contexts taking into account
the issue of efficiency and also that the simulation me-
thod itself is a hard-system method. On this basis the
methodology set of MM is defined as a set of hard- and
soft-system methods appropriate for different simula-
tion problem contexts.

Lóránt Farkas, Lajos Nagy and Andrea Farkasvölgyi
in their paper “Wave Propagation Channel Simulation
by Satellite-to-Indoor Radio Link” investigate the propa-
gation characteristics of the satellite-to-indoor propaga-
tion channel. First they examine how the polarization
state of a complex harmonic field can be described, and

then the results of the first simulations of the polariza-
tion state are presented. A modified 3D ray-launching
tool is utilized for the coverage prediction. The depen-
dence of the indoor wave on the elevation angle of the
satellite and the wideband characteristics of the chan-
nel are analyzed: the delay spread characteristics and
Doppler spread, caused by satellite movement. The app-
licability of MIMO systems in satellite communications
are also dealt with.

An international group of authors led by Csaba Fe-
rencz of Lóránd Eötvös University of Sciences, Budapest,
Hungary that also includes researchers from Lviv, Uk-
raine and Troick, Russia reports on an interesting space
investigation project. Their SAS2 ULF-VLF electromag-
netic wave analyzer system successfully operated on
board of the Compass-2 satellite launched in 2006. The
measuring systems and instruments worked well and the
authors found some interesting phenomena in the ob-
served ULF-VLF electromagnetic database detected by
SAS-K2: whistler-doublets (observed earlier in 1989, by
the first version of SAS on board of IK-24) and “spiky”
whistlers. Further signals, propagated in ducted whistler
mode between two inhomogeneous surfaces were suc-
cessfully identified first time during this mission.

Bálint Tóth and Géza Németh describe the first app-
lication of the Hidden-Markov-Model based text-to-speech
synthesis method to the Hungarian language. The HMM
synthesis has numerous favorable features: it can pro-
duce high quality speech from a small database, theo-
retically it allows to change characteristics and style of the
speaker and emotion expression may be trained with the
system as well.

György Szaszák and Klára Vicsi in their paper “Using
Prosody for the Improvement of Automatic Speech Re-
cognition” describe sentence, phrase and word boun-
dary detection based on prosodic features, implemen-
ted in a HMM-based prosodic segmentation tool. Integ-
rated into a speech recognizer, an N-best rescoring is
performed based on the output of the prosodic segmen-
ter, which determines the prosodic structure of the utte-
rance. In an ultrasonography task, 3.82% speech recog-
nition error reduction was obtained using a simplified bi-
gram language model.

István Pintér presents a novel speech enhancement
method which is based on the concepts of reconstructed
phase-space and dimension embedding. The proposed
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algorithm separates the speech from noise using a non-
linear transformation in a transformed domain. Recent
results in case of uncorrelated, additive noise are pre-
sented in this paper.

Szilárd Zsigmond, Marcell Perényi and Tibor Cinkler
in their paper “OSNR Based Routing in WDM Optical Net-
works” propose new physical impairments based rout-
ing and wavelength assignment (ICBR) methods where
the control plane has influence on the signal power of
the Wavelength Division Multiplexed (WDM) channels in
metro-optical networks. They give the exact integer li-
near programming (ILP) formulation of the method. The
proposed algorithm can be used in existing WDM opti-
cal networks where the nodes support signal power tu-
ning and it outperforms the traditional existing schemes.

The paper by Áron Szabó and Szilárd Zsigmond “De-
termining the Optimal Signal Power Based on Physical
Effects in CWDM Optical Networks” presents an analy-
tical model and calculation results for the signal quality
degradation in a 8-channel and 18-channel, 2.5 Gbps
coarse wavelength-division-multiplexing (CWDM) system.
Based on the proposed model and performed analysis
the optimal value of the signal power at the transmitter
point is given. Modeling of chromatic dispersion and Ra-
man-scattering, the two main constraints of CWDM opti-
cal networks is also presented in detail.

This issue will be published a short time before a
major technical event, the Networks 2008 conference
will be held in Budapest. This conference is one of the
most significant events in telecommunication planning
worldwide, has a long tradition since the idea of orga-
nizing this kind of event was born within the Internatio-
nal Telecommunication Union, then CCITT, in the late

seventies, and Budapest is the only city so far that hosts
it second time. We hope that our readers will enjoy the
history of the Networks conference-series by Prof. György
Lajtha, one of the founding members of the organizing
committee.

Finally, we included short descriptions of two large-
scale European Community research projects. 

ISIS was a “Network of Excellence” project suppor-
ted by the FP6 Programme of the European Union. The
project acronym stands for “Infrastructures for broad-
band access in wireless/photonics and Integration of
Strength in Europe”. ISIS integrated the research activi-
ties of 19 organisations from 12 different countries and
aimed at strengthening European scientific and techno-
logical excellence in low cost optical solutions for broad-
band access, and the process of merging of wireless and
photonic technologies.

MUSE (Multi Service Access Everywhere) was also
a European IST FP6 “Integrated Project” during 2004-
2007 recognized the leading role of the Ethernet-based
technologies in the access networks in serving the growth
of the number of subscribers and the magnitude of ac-
cess services. The project aimed at developing new and
unified solutions which are able to serve tens of thou-
sands of users under favorable, low costs. To carry out
this task, several large European telecommunication
companies including Alcatel-Lucent, Ericsson, Siemens,
Deutsche Telekom, British Telecom, France Telecom and
Poland Telecom as well as leading research organiza-
tions took part in the project.

László Zombory Csaba A. Szabó
Chairman of Editor-in-Chief
Editorial Board
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1. Introduction

Along with the convergence in every field of the informa-
tion technology, various kinds of digital content are now
likely to be created and accessed from several types
of devices connected to different networks. Therefore,
an appropriate system for storing users’ data should
offer a wide range of services, such as ease of access,
protection against device failures, versioning and short
transfer time from the system to a given device. In this
context, the possibility of storing data online appears as
a promising solution.

To exploit the great opportunity, many companies
propose online data storage service, most of them off-
ering a given storage capacity (up to 25 GB) for free,
with the possibility of extending that quota to a higher
value for a fixed price (1$/GB/year). However, while run-
ning such a storage service implies owning huge stora-
ge capacities and affording the associated energy and
warehouse costs, one can imagine using smaller but
numerous storage spaces of the users themselves. 

In a peer-to-peer (p2p) storage system, the partici-
pants are at the same time the providers and the users
of the service: each participant offers a part of her disk
space to provide the service to the others, and benefits
from storing her data onto the system. The added value
of the service then comes from the protection against
failures provided by the system, from the ease of data
access, from the versioning management that may be
included, and from the difference in the amount of data
stored into the system versus offered for service.

An online storage service is valuable only if data
availability is assured, therefore to cope with disk failu-
res and with participants disconnecting their disks from
the system, data replicates must be spread over seve-
ral (sufficiently reliable) peers to guarantee that data
are almost always available. A functional p2p storage
system needs the participants to offer sufficient frac-
tions of their disk space to the system, and to remain on-

line for long periods. However, both of these require-
ments imply costs (or at least constraints) for partici-
pants, who may be reluctant to devote their resources
to the system instead of using them for their own needs.
The work presented in this paper focuses on the incen-
tives to make participants contribute to the system. We
consider that users behave selfishly, i.e., are only sen-
sitive to the quality of service they experience, regard-
less of the effects of their actions on the other users,
therefore the framework of Non-Cooperative Game The-
ory [7] is particularly well-suited to study the interactions
among peers.

While the economic aspects of p2p file sharing net-
works have already been extensively studied (see [2,
4,8,9] and references therein), there are, to our know-
ledge, no works tackling the economics of p2p storage
networks, although a basic difference exists: in file shar-
ing systems when a peer provides some files to the com-
munity, she gives value for all users since they all can
access the data she proposes; in a p2p storage sys-
tem, on the other hand, the storage space offered by
a user can be shared among different peers but each
part is then devoted to only one user. 

The existing literature on p2p storage systems main-
ly focuses on security, reliability and technical feasibility
issues [3,6,10], whereas the incentive aspect has rece-
ived little attention. Only solutions that do not imply fi-
nancial transactions are considered in current works,
therefore to create some incentives to participate, the
counter payment for providing service is usually the ser-
vice in question as well. This approach leads to a sche-
me where every peer should contribute to the system
in terms of service at least as much as she benefits from
others [5,11]; we call such a mechanism a symmetric
scheme.

We also investigate solutions based on monetary ex-
changes: users can “buy” storage space for a fixed unit
price, and “sell” their own memory space to the system
at another unit price. It is known from economics that
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when those unit prices are fixed by the supply and de-
mand curves (as in a perfect market), the selfish user
choices lead to a socially efficient situation. However, it
is more likely here that the system is managed by a pro-
fit-maximizing entity that fixes prices so as to maximize
revenue, therefore we study the profit oriented price-
based scheme. 

Our target is to decide which scheme is more conve-
nient for the society. We consider the social welfare, i.e.,
the total value that the system has for all participants,
as the measure of comparison. Under some assumptions
on the user utility functions, we derive a necessary and
sufficient condition for symmetry-based systems to out-
perform revenue-oriented management. We obtain that
user heterogeneity tends to favor pricing-based sche-
mes that are more flexible, and, above a given user he-
terogeneity threshold, even a monopoly-managed sys-
tem will be socially better than a system imposing sym-
metry. 

The paper is organized as follows. The next section
presents the user preference model and the two incen-
tive mechanisms mentioned earlier. After that, we defi-
ne the social welfare performance measure and com-
pute its value for those two schemes. We compare them
in the subsequent section to determine the manage-
ment scheme that is best suited to a given society; and
the last section contains our conclusions.

2. Our model

2.1 Data availability, redundancy and transfers
In a p2p storage system the availability of the stored

data is considered as the most important factor in user’s
appreciation. There are no direct means to guarantee
that a given user disk storing a specific file will be onli-
ne 100% of the time, but to ensure data availability, the
system can introduce several tools, such as data repli-
cation and redundant coding. We suppose here that
the system, when detecting that a peer has gone offline,
triggers a recovery of the data stored in that peer from
the replicas in the system, and a new storage of those
data onto other peers. Likewise, when a peer comes
back online, then a new data load will be transferred
onto her offered storage space, independently what and
whose data she was storing before. 

Such a data protection mechanism implies data trans-
fers, and therefore non-monetary costs due to resource
consumption (CPU, bandwidth utilization, etc.). A peer i
is concerned by those data transfers in two situations:
when she comes back online after an offline period (re-
ceives new data load), and when other peers enter and
leave the system (upload traffic if user i stores replica-
tes of the leaving user’s data, download traffic when
user i has to store more data). The mean data transfer
associated with the first situation is thus proportional to
the amount of capacity Ci she offers to the system, and
to the mean number of online-offline cycles per unit of
time: denoting by ti

on (resp. ti
off) the mean duration of on-

line (resp. offline) periods of user i. The corresponding
mean amount of transferred data is then proportional
to Ci/(tion+ti

off). The mean amount of data transferred to
and from user i per unit of time in the second situation
is proportional to the weighted (by the offered capacity)
mean µ– of peer status changes per unit of time. This
term appears only at those peers who offer storage
space, and only during the time they are online.

Consequently, the transfer cost perceived by user i
for offering capacity Ci with the mean availability πi is ex-
pressed by,                           , where δi and γi are para-
meters that reflect the user characteristics such as sen-
sitivity, access bandwidth, or hardware profile.

2.2 User preferences
We describe user preferences by a utility function

which reflects the benefit of using the service by storing
Ci

s data amount in the system, the cost of offering sto-
rage space Ci

o:= πiCi for other users, and the monetary
transactions, if any. The utility Ui of user i is of the form

• Vi(Ci
s) is user i’s valuation of the storage service,

i.e., the price she is willing to pay to store the amount
Ci

s of data in the system. 
• Pi (Ci ,tion,ti

off) is the overall non-monetary cost of
user i for offering capacity Ci to the system with availa-
bility πi . It consists of two distinct costs: 

• the opportunity cost Oi (Ci πi ) of offering storage
capacity for other users (during online periods) instead
of using it for her own needs;

•                         data transfer costs due to the
data protection mechanism implemented by the system
as described in the previous subsection. 

•    is the monetary price paid by user i for the ser-
vice taken. This term is 0 in case of a symmetric scheme,
and otherwise equals to the price difference between
the charge for storing her data into the system and the
remuneration for offering her disk space. 

2.3 Incentive schemes for cooperation
We assume here that users selfishly choose strate-

gies to maximize their utilities and apart from Ci
s and Ci,

each user i can also decide about her behavior related
to availability πi . We describe the two types of incenti-
ve mechanisms that we intend to compare later. Both
schemes may imply the existence of a central authority
or clearance service to supervise peer behavior and/or
manage payments: as the model aims to give hints for
commercial applications, we do not try to avoid such a
centralized system control.

Symmetric schemes
As evoked in the introduction about management

solutions without pricing, the principle of those sche-
mes is that users are invited to contribute to, at least as

where
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much as they take from, the other users, i.e., it is impo-
sed to each user i that Ci

o ≥Ci
s. The availability of the

peer is checked (e.g., at randomly chosen times) to en-
sure that Ci

o=πiCi exceeds the peer’s service use Ci
s.

Payment-based schemes
We consider a simple payment-based mechanism

where users can “buy” storage space in the system for
a unit price ps (per byte and per unit of time) and “sell”
some of their disk capacity for a (uptime-average) unit
price po. The (possibly negative) monetary amount that
user i is charged is then                           We assume
that the prices are set by a system operator so as to
maximize her revenue, knowing a priori the reactions of
the users. The operator can thus drive the outcome of
the game to the most profitable situation for herself, and
in this sense, she acts as the leader of a Stackelberg
(or leader-follower) game [7]. In a real implementation of
the mechanism, the operator may not perfectly know
the user reactions, but an iterative groping of prices can
converge to the profit-maximizing ones.

2.4 User behavior related to availability
As given before, a user i has four strategic variables,

namely her offered Ci and stored Ci
s capacities, and her

mean online ti
on and offline ti

off period durations. Based
on the utility equation, when Ci

s and Ci are fixed, the uti-
lity of each user is increasing in ti

on, so ti
on will be set by the

selfish user to the reachable maximum value t-i
on, which

is constrained by uncontrolled events (power black-out,
accidents, hardware failures, etc.) that may force the user
off the network. Notice that this selfish decision is pro-
fitable to the whole network: longer online periods mean
fewer data protection transfers and therefore smaller
costs for the system (the parameter µ– in the utility equa-
tion being small). 

Note also that by introducing                           the
transfer costs simply write as Ci

opi
min.

2.5 User supply and demand functions
Supply and demand functions are widely used in eco-

nomics, and are derived from the utility of consumers

and cost functions of providers, respectively. For a user
i we call supply function (resp. demand function) the func-
tion si(p) (resp. di(p)) such that for a given p≥0, si(p)
(resp. di(p)) is the amount of storage capacity that user
i would choose to sell (resp. buy) if she were paid (resp.
charged) a unit price p for it. 

Our illustrative results consider quasi-linear form of
affine supply and demand functions and quadratic va-
luation and opportunity cost functions. Under this con-
sideration, a user i is entirely described by four parame-
ters (see Figure 1): 

• two price thresholds, namely pi
min and pi

max, 
that respectively represent the minimum value of
the selling unit price and the maximum value 
of the buying unit price;

• two price sensitivities ai and bi, that respectively
correspond to the increase of sold capacity when
selling price grows and the decrease of 
bought storage space along with the growth 
of the buying unit price. 

The total supply function                    is then a (piece-
wise affine) increasing convex function on the interval
[mini pi

min, maxi pi
min]. Likewise, the total demand function

is decreasing and convex on [mini pi
max,

maxi pi
max], as illustrated in Figure 2.

3. Performance of 
incentive mechanisms

We call the performance measure, used in the following
to compare incentive schemes, (social) welfare and de-
note the sum of the utilities of all agents in the system
by W:

Notice that no prices appear in the social welfare
expression, since all system agents are included, the
operator as well that receives or gives payments, if any,
and whose utility is her revenue.

Figure 2. 
Total supply S and demand D functions, 

maximum social welfare (lined zone) 
and surplus repartition (hatched zones) in the case of 

revenue-driven monopoly under Assumption 1Figure 1. User reactions to prices and user’s valuation
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3.1 Optimal value of social welfare
The optimal situation that the system can attain cor-

responds to a maximization problem of W, subject to the
feasibility constraint                       ; it can be solved by
the Lagrangian method. The maximal value W* as well
as the so-called “shadow price” p* are illustrated in Fi-
gure 2. Remark that this optimal situation is reached
with a special payment-based scheme where po=ps=p*.

3.2 Performance of symmetric schemes
Under a symmetry-based management scheme, each

user i chooses Ci
o and Ci

s so as to maximize her own
valuation, respecting the Ci

o ≥ Ci
s constraint. 

In [13] it is shown that user i maximizes her utility at
the point Ci

s = Ci
o = Ci*, as illustrated in Figure 1: this

corresponds to the case where every user “exchanges”
capacity at the virtual unit price pi*. However, compared
to the socially optimal situation, each and every user lo-
ses a part of her utility, thus the system is suboptimal
(in terms of social welfare). The loss of welfare depends
on the heterogeneity of the users’ pi*s; if all users have
the same pi*, then symmetric management schemes ma-
ximize social welfare.

3.3 Performance of profit-oriented pricing schemes
When a profit-driven monopoly is employed, the sys-

tem operator strives to extract the maximum profit out
of the business by tuning the prices ps and po. 

Figure 2 plots the total supply (S) and the total de-
mand (D) as functions of the unit selling price po and
the unit buying price ps, respectively. Our first remark is
that po and ps will be chosen such that the demand
would be exactly satisfied by the supply: otherwise it is
always possible for the operator to decrease po (if over-
supply) or increase ps (if overdemand) to strictly improve
its revenue. The operator revenue with such prices is
then the area of the rectangle displayed in Figure 2,
embedded within the triangle-shape zone whose area
is the maximum value of social welfare. 

To be able to predict the maximal profit generating
strategy of the monopoly, we make the following as-
sumption regarding user price thresholds. 

Assumption 1
The repartitions of price thresholds pmin and pmax are

such that their variances on the user set are below a
certain level (for details, see [13]). 

Moreover, user profile values ai (resp. bi)  are inde-
pendent and identically distributed, and each user’s ai
and bi are independent.

Proposition 1
Under Assumption 1, a profit-oriented pricing yields

the social welfare Wmon such that

.

4. Which management to prefer? 

When we compare the outcomes of the two schemes,
we immediately have the following result. 

Proposition 2
Under Assumption 1, symmetric schemes socially out-

perform profit-oriented pricing mechanisms if and only if

.

In other words, if the global shadow price and the
users’ virtual prices are alike, the symmetric scheme
reaches higher social welfare. 

Proposition 2 combines the four user heterogeneity
factors, namely the price thresholds pmin, pmax and the
price sensitivities a, b, to determine the best mecha-
nism in terms of social welfare. Whereas the right-hand
term is the (weighted) variance of the pi*, the left-hand
term is hard to interpret. 

We thus suggest to take a look at the particular cas-
es where user heterogeneity lies entirely on price sensi-
tivities (resp. on price thresholds).

4.1 Homogeneous price thresholds
We consider here that users only differ by their price

sensitivities ai and bi , and they have the same price
thresholds pi

min and pi
max. This case has been studied in

a previous work, we therefore recall the main results and
refer the interested reader to [12] for details: it is proven
that

which yields the following comparison.

Proposition 3
Under our assumptions, symmetric schemes socially

outperform profit-oriented pricing mechanisms if and
only if 

Moreover, if the couples (ai ,bi ) are independently
chosen for all users and identically distributed, then the
inequality holds if and only if 

when the number of users tends to infinity (law of
large numbers), with .

Since the function ƒ is strictly concave, from Jensen’s
inequality the left-hand term is always smaller than 1,
and decreases as the dispersion of (a, b) increases.
Remark that when (a, b) are deterministic then the left-
hand term equals to 1 and symmetric schemes are bet-
ter than profit-oriented ones, as we remarked above.

Let us have a look at Proposition 3 for two simple ex-
amples of (a, b)’s distribution, assuming that a and b are
independent variables.

Uniform distribution: 
If a (resp. b) is uniformly distributed over [0,amax] (resp.

[0,bmax]), the inequality always holds.
Exponential distribution:
If a (resp. b) follows exponential distribution with pa-

rameter µa (resp. µb), either a symmetric or a profit-orien-
ted mechanism is socially preferable depending on the
relative values of µa and µb.
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4.2 Homogeneous price sensitivities
We now consider the case where the price thresholds

pi
min and pi

max are user-specific, but the price sensitivities
ai and bi are identical for every user. The couples (pi

min,
pi

max) are independent and identically distributed among
users; moreover pi

min is independent of pi
max for all users.

Proposition 4
Under these assumptions, managing mechanisms

based on symmetry are always socially better (in terms
of social welfare) than profit-oriented pricing mechanisms. 

5. Conclusion

In this work we have addressed the problem of user in-
centives in a peer-to-peer storage system. Using a game
theoretical model to describe selfish reactions of all sys-
tems actors (users and the operator), we have studied
and compared the outcomes of two possible managing
schemes, namely symmetry-based and profit-oriented
payment-based policies. 

Not only the size of the offered storage space was
targeted with incentives, but as the availability and re-
liability are particularly important issues in storage sys-
tems, the churn as well. By comparing the social welfare
in the two cases, under some assumptions on user pre-
ferences, we exhibited a necessary and sufficient con-
dition for a type of management to be preferable to the
other: it appears that profit oriented payment-based
schemes may be socially better than symmetric ones
under some specific circumstances, namely if the hete-
rogeneity among user profiles is high.
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1. Introduction

The efficiency of simulation projects aimed at suppor-
ting the design of ICT and related BP systems in an or-
ganisation is influenced by some key factors including
also methodological factors. In our earlier papers we
have already examined many of these factors and we
also investigated the ways of increasing the efficiency
[16-21].

It is important to note that in order to improve effi-
ciency of simulation the MM under development focu-
ses not only on the question of direct efficiency but al-
so addresses the problems of the efficacy and effecti-
veness [9], either by means of first of all soft-system me-
thods and preliminary modelling.

In this paper, first we outline the system focus of ap-
plication of the meta-methodology and define the pro-
cess of simulation. We use a new approach: the con-
cept of the dynamic simulation problem contexts. We
identify the factors influencing simulation problem con-
texts that is factors influencing simple-complex and uni-
tary-pluralist features and making them dynamic are
identified, which are also responsible for the existence
of complex-pluralist problem contexts. On this basis we
formulate the requirements on the new meta-methodo-
logy. 

Then, we examine the set of elements of the simu-
lation meta-methodology. As the starting point of formu-
lation of SM, we examine the evolution of the traditional
simulation methodologies. We introduce the general fe-
atures of the proposed simulation methodology and al-
so the new requirements on the SM which we define as
special features of SM. We present a brief evaluation of

the selection of both SSM (Soft Systems Methodology)
and MCM (Modified Conceptual Modelling) methods. In
the section about the further elements, we mention TFA
(Traffic Flow Analysis) and EFA (Entity Flow-phase Ana-
lysis) methods which are proposed for rapid preliminary
modelling, and we briefly describe meta-methodology ele-
ment “goal reduction and linking”. We introduce impor-
tant new elements: the alternating way of work of simu-
lation meta-methodology and the methodology chains
formed by the problem context sequences.

Then, the requirements, which are determined by the
dynamic simulation problem contexts, on simulation me-
ta-methodology (MM) are formulated from the point of
view of efficiency, taking also into account, that simula-
tion method itself is a hard-systems approach.

On this basis, a set of hard and soft systems methods
for MM is defined, which is appropriate for different simu-
lation problem contexts.

Important features of methodology elements of MM
are introduced. These elements, which have already
been described in our previous papers, are as follows:
the typical synthesised Simulation Methodology (SM)
with added special features, the Modified Conceptual
Models (MCM) methodology, and other methods. The
Soft Systems Methodology (SSM) is also presented as
the basic soft-systems approach for MM.

The phases, the cycles, and the process of MM (inc-
luding the alternating way of work and the methodo-
logy chains) – which make MM suitable for dynamic si-
mulation problem contexts – are described.

Finally, the functioning of MM in a collaborative mo-
delling environment is examined, which is a frequent si-
tuation.
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in detail, we propose and also define further requirements on SM determining extra features. We introduce the cycles and the

process of MM including alternating way of work and the methodology chains which make MM suitable for dynamic simula-

tion problem contexts.



2. Simulation and 
the environment of simulation 

2.1 System Scope of the Simulation Meta-methodology
In this paper we develop a simulation meta-metho-

dology appropriate for the examination of info-commu-
nication systems and connected processes.

The system scope of the simulation meta-methodo-
logy may be defined by the group of ICT (Information
and Communications Technology) and related BP (Busi-
ness Process) or OP (Organisational Process) systems.
ICT and connected BP or OP systems form EIS (Enter-
prise Information Systems) or respectively OIS (Organisa-
tional Information Systems).

2.2 Process of Simulation
Definitions of simulation have been proposed by ma-

ny authors (see for example [25]). Now, for the meta-
methodology development purposes we propose the
following approaches to the simulation: 

Simulation is a process of developing simulation mo-
del of the system of interest and performing experiments
with the model in order to reach the defined goals.

The process of simulation lasts from the identifica-
tion and investigation of the need for developing a si-
mulation model of a system of interest to providing sup-
port to implement results of simulation [15].

In an organisational environment, we may look at the
process of simulation performed as a project process,
initiated to reach pre-defined goals, within time and cost
limits and with the required quality, and using the assig-
ned resources.

2.3 Dynamic Simulation Problem Contexts
Modelling projects often start with an unstructured

problem situation: even if there was a consensus about
the application of simulation it may turn out in the “De-
fining Goals” phase that there is no agreement about the
questions to be answered [22].

It is often necessary to use the simulation methodo-
logy in a soft-systems environment: even the problem
structuring (“Defining Goals” phase) may lead to comp-
lex-pluralist problem contexts for simulation which requi-
re the application of a soft-systems approach but the
simulation is a hard-systems approach appropriate for
simple-unitary problem contexts (the problem contexts
are described in [11], the features of hard-systems and
soft-systems approaches can be found in [8]. Moreover,
it is important to remark that the simulation problem con-
text may change dynamically in any phase of the simu-
lation process.

Now, we examine the factors influencing the simula-
tion problem context according to the simple-complex
and unitary-pluralist dimensions, which make problem
contexts often complex-pluralist.

Factors influencing the simple-complex dimension:
• Systems are often only partially observable (for ex-

ample data are not collected or cannot be collec-

ted because of technical reasons or because data
sources are located in other systems).

• The systems of interest cannot be easily defined
(for example, systems’ boundaries are not obser-
vable because of data availability problems).

• Simulated systems are of probabilistic nature and
may have active parts with independent objectives
(for example people in the system may act in oppo-
sition to simulation project goals).

• The complexity may increase by taking into account
the influences on other systems.

Factors influencing the unitary-pluralist dimension:
• Simulation project is performed in an environment

formed by many participants:
Decision makers, problem solvers (users, analysts,
modellers, etc., who may also be decision makers
in different phases), whose’ views on the world
influence the simulation problem context.

• The initial problem structuring often leads to a plu-
ralist set of opinions regarding the goals [22].

• A disagreement can also occur regarding the im-
plementation of results (for example, who is respon-
sible for what during the implementation [22].

Simulation is an efficient method if it used as a hard-
systems approach to the problems of simple-unitary con-
texts, therefore, to be efficient, we should have a set of
methods appropriate for different contexts and we also
should have a formalised process, a simulation meta-
methodology to control the use of methodologies in dy-
namic simulation problem contexts. 

3. Defining components of
the simulation meta-methodology

The set of methods of the simulation methodology should
contain a traditional simulation methodology (hard-sys-
tems method), a method appropriate for problem contexts
requiring soft-systems approach and also a method con-
necting the hard-systems and soft-systems levels. It is
also useful to have methods making the coverage of the
simulation process complete supporting the improvement
of the efficiency of simulation. In the following, we exa-
mine and introduce these elements of the set of methods.

3.1 Synthesis of a Traditional Simulation Methodology
with Extra Features

Evaluation of Traditional Simulation Methodologies
The simulation method containing a series of phases

has already been described by many authors [1-3,7,26].
These phases represent the highest level of develop-
ment and application of the simulation model. This de-
scription level of the simulation process remains cons-
tant regardless of the type of the problem and the ob-
jective of the simulation analysis [7]. Furthermore, simu-
lation models can capture the behaviour of both human
and technical resources in the system [26]. Examining
the methodologies described by the aforementioned
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authors, an evolution of methodologies may be ob-
served, starting from the problem-solution-type,
strictly hard approach to the present days’ more
soft-approaches.

The current state-of-the-art can be summarised
according to the 3 main stages of methodologies:

Prior-to-modelling stage:
Simulation is project-based: it is a process
with pre-defined objectives, which should be
reached within a time and cost limit and with
the required quality, using the resources 
assigned to the process. This view shows the
collaborative character of a simulation project.

Modelling and experimentation stage:
For different tasks, there is a wide variety of
simulation tools, with different model building
and experimenting features, therefore metho-
dologies can contain tool-specific features.

After-modelling stage:
Simulation becomes a decision support tool:
the outputs of simulation can be regarded as 
understanding-type results supporting decision 
making rather than solution-type results providing
an exact solution to a problem. The results of 
simulation are also project-type results: a report
should be generated and documented for the 
defined participants of the project.

Typical Simulation Methodology
As an element of the simulation meta-methodology

(MM) we describe a typical hard simulation methodology
(SM) comprising six steps (the detailed description of SM
is in [20]). 

It is not a novel methodology, it is rather a synthesis
based on the conclusions of the analysis described in
the previous section, but we pay special attention to some
requirements and define extra features for our typical
SM. 

The six-step process of simulation methodology (in
Figure 1) has the following phases:

SM1: Defining Goals
SM2: Gathering and Analysing Data
SM3: Model Design and Model Building
SM4: Performing simulation
SM5: Analyzing Results
SM6: Supporting Implementation

Summary of Features of SM
Extra features:
• An output is defined to each phase in order 

to support methodological communication. 
• Special attention is paid to preliminary modelling. 
• Simulation is assigned to support implementation.

Decisions in order to avoid disagreement about
implementation (there are often different views
on implementation of results). 

General features:
• SM is a tool-independent methodology.
• SM puts equal emphasis on each of the three

main phases.

• SM can be applied to simulate both 
BP and ICT elements of an organisational 
information system.

• SM, like all the examined methodologies, 
has an iterative character, phases or group of
the phases can be repeated until they produce 
a suitable outcome.

• SM has a cyclic character, that is, the methodo-
logical loop may be closed forming short-cycles or
long-cycles:

– There can be any full or partial methodological
cycles during a simulation project (short-cycles)

– The simulation models may be reused at 
any point of time, later, during the life-cycle of 
the modelled system (long-cycles)

3.2 SSM in the Simulation Meta-Methodology: 
Short Evaluation of SSM and other Possibilities

SSM is the classic soft-systems approach [8]. Argu-
ments for selecting SSM as MM element may be sum-
marised as follows:

The methodology should be able to face with soft-
problem situations both in ICT and BP fields.

The well known approach of UML has the capabili-
ties to face with ICT and BP sides but UML is weak in
dealing soft aspects [6]. TSI (Total System Intervention
[12]) is rather a framework of methodologies (with a large
set of associated methodologies) and there is no known
experience of using it in ICT or BP field. For SSM there
is a significant amount of applications and experience
to use it with or in other methods [10,5].

3.3 MCM in the Simulation Meta-Methodology: 
Short Evaluation of MCM and other Possibilities

By simulation the dynamic features of systems are
investigated, therefore it is necessary to use time in simu-
lation models.

Figure 1.  The six-step process of simulation methodology 
with extra features



The introduction of time into UML is described
in [24], but UML is weak in dealing soft situations
as we have already seen. Gregory’s method [13,
17] is a method based on SSM and operates with
“enhanced” conceptual models but it has no app-
ropriate time tools (synchronisation of model times,
time decomposition) which are necessary in a si-
mulation environment and does not differentiate
between IT and P systems which is also neces-
sary for efficient simulation.

Usual approaches to use SSM models toge-
ther with other methods include grafting and em-
bedding [23]. (Examples for grafting and embed-
ding can be found in [4] and [5], respectively).

MCM (SSM with modified conceptual models)
may be characterised as an extension of SSM
models with extra features and grafting the methods of
using extended models into SSM. This way MCM is app-
licable both at soft-system and hard-system level, sup-
porting the elimination of the methodological gap.

3.4 Further Components
Further elements are the TFA (Traffic Flow Analysis)

[17,18] and EFA (Entity Flow-phase Analysis) [16-18]
which are methods for rapid preliminary modelling and
for goal reduction and linking.

An enterprise has a set of goals with formal and in-
formal features. The goals in a current set of goals influ-
ence each other and may also be in conflict with each
[14]. Goals of the simulation project should be obtained
from higher level goals. The “SSM problem learning” me-
thod and the “goal-reduction-linking” method support the
goal setting process of the simulation project.

4. Cycles and working process

4.1 Cycles of the Simulation Meta-methodology 
The detailed description of elements, outputs and

phases of MM is given in [19] and [20].

The main methodological cycle of MM is the MM1-
MM4 cycle (indicated by empty arrows in Fig. 2). The pro-
gress in the main cycle occurs according to SM1-SM6
steps. In an MM phase there can be usual sub-cycles
indicated by dashed lines and arrows. Preliminary mo-
delling may be connected to MM1 or MM2 too and may
induce sub-cycles between MM1 and MM2 phases. MCM
cycle is shown by dashed lines and an arrow in MM3. It
may form its own sub-cycle inside the phase. (A possi-
ble sequence of cycles is demonstrated in Fig. 3.)

4.2 Working Process of 
the Simulation Meta-Methodology 

In order to be efficient and to be able to address the
dynamic problem contexts of simulation we should have
a full and compatible set of methods covering the whole
process of simulation. (This set of methods is introdu-
ced in the sections about SM, SSM, MCM and in the
“Further Components” section.)

The meta-methodology governs the use of the me-
thods during the process of simulation: the meta-me-

thodology supports the use
of the suitable method for
every situation (simulation
problem context) or from ot-
her point of view it directs
the work in the dynamical-
ly changing contexts tak-
ing into account that the
simulation itself is a hard-
system method.

INFOCOMMUNICATIONS JOURNAL
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Figure 3. 
The alternating way of work of 

the simulation meta-methodology

Figure 2. 
Elements and cycles of 
the simulation 
meta-methodology
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In the process of performing simulation (simulation pro-
ject) usually dynamic simulation problem contexts occur.

Therefore MM should have the possibility to “soften
up” the methodology and then, after exploring the prob-
lem context, to “harden up” again. The alternating har-
dening and softening up the methodology means that
after hard cycles (which are directed to find a solution
in a given step) it is necessary (or advisable) to use soft
cycles, in order to explore the whole situation.

The sequence of hard and soft methods in the pro-
cess of using the meta-methodology forms a methodo-
logy chain: in the chain each of the elements (methods)
uses the results of the previous element and prepares
the use of the next element. The methodology chain is
started and finished by a soft method application. The
methodology chain may be described by the sequence
of simulation problem contexts and by the methods used
to the contexts. 

Figure 3 shows that Organisational World is divided
into two segments: the Hard Thinking World and the Soft
Thinking World. Soft-systems methods are situated in the
Soft Thinking World and hard-systems methods are in
the Hard Thinking World. MCM operates between these
two segments. MCM process starts and finishes its ope-
ration with the “SSM problem learning” method.

Different methods are connected by a bi-directional
connection which indicates that in the process of MM if
it is necessary we may re-enter an earlier step. A sequ-
ence of steps performed according to connections shows
the alternating work of MM. (Of course in the process of
operation of MM it may be necessary to use other con-
nections (which are not shown in the figure) between me-
thods.)

5. Summary

In this paper, we presented the further development of
the new simulation meta-methodology. Our main goal
was to increase the efficiency of simulation by support-
ing the use of the most efficient method for a given prob-
lem context (simulation problem context) in any phase of
the simulation process by means of the meta-methodo-
logy.

For our examination, we have defined the system
scope of the simulation meta-methodology (systems for
which we intend to apply the simulation meta-methodo-
logy) and we have also defined the process of simula-
tion we used in our considerations. 

The factors influencing simulation problem contexts
and making them dynamic have been identified.

The requirements on MM determined by the dynamic
simulation problem contexts have been described taking
into account the point of view of efficiency and also the
hard-systems character of the simulation method itself.
A set of hard and soft systems methods (appropriate for
different simulation problem contexts) for MM has been
defined and the most important features of methodolo-
gy elements of MM have been introduced.

We have given a short overview of the elements of the
methodology set of MM, described the general and spe-
cial features of the typical, synthesised SM and the cyc-
les and the working process  of MM (including the alter-
nating way of work appropriate for dynamic simulation
problem contexts and the methodology chains).

The important aspects of this paper may be summa-
rised as follows: a complex approach to the efficiency
issue of simulation is described (taking into account the
whole process of simulation including modelling); on this
basis the first formulation of general requirements to the
problem is introduced; by developing the simulation
meta-methodology (and its methodology elements), an
efficient answer to the problem is proposed.
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1. Introduction

For mobile satellite systems a wide range applications
can be foreseen. Indoor operation is one of the key prob-
lems in personal wireless communications. Without the
possibility of indoor operation, application of satellite sys-
tems in personal communications networks would be un-
likely. Users of personal communication networks will
– sooner or later – force the operators to provide also
this kind of service. Therefore, in our opinion, an elabo-
rated tool for the prediction of the indoor penetration
would be highly useful.

Due to extreme distances and extreme attenuation
the propagation media may be considered a very hostile
one. The waves arriving at the buildings do have signi-
ficantly variable characteristics, but generally for tall buil-
dings it can be assumed that plane waves have some
kind of polarization state, mostly an elliptical one.

Once penetrated, the building adds its impact on the
wave by multiple reflections, transmission through walls
and diffraction through corners and inhomogeneities of
building materials.

The field inside the building is a complex one, but it
can be assumed to be harmonic and consequently it can
be analyzed. As a general framework, we propose a
complete simulation tool for the narrow-band and wide-
band characteristics of the satellite-to-indoor propaga-
tion channel. 

In this paper we focus as a first step on the polarimet-
ric description of the indoor waves and some conclu-
sions regarding their general polarimetric characteristics
in the case of elliptically and linearly polarized incident
plane waves will be reached. This first step intends to cla-
rify what kind of antennas would be needed for indoor
receivers and what can be achieved using these anten-
nas. The simulation at this stage takes into account mul-

tiple reflections and transmissions through walls and is
based on a 3D ray-launching tool. Diffraction is inten-
ded to be taken into account as a next step.

2. Polarization

Every harmonic vector field can be characterized by its
polarization property. Generally speaking we can define
polarization as a local property of a harmonic vector field
as the curve described by the field strength in a given
location. According to [1] the polarization of a radiated
wave is “that property of a radiated electromagnetic wave
describing the time-varying direction and relative mag-
nitude of the electric field vector; specifically, the figure
traced as a function of time by the extremity of the vector
at a fixed location in space, and the sense in which it is
traced, as observed along the direction of propagation”.

According to [2], polarization may be classified into
three categories: linear, circular and elliptical, of which
circular is a special case of the elliptical (in fact one ex-
treme of it) and linear is also a special case of elliptical
(the other extreme). Polarization in general, except the li-
near polarization, can be clockwise or counter-clockwise
rotating one.

There are some differences between polarization phe-
nomena viewed by optical specialists and antenna de-
signers. In the theory of antennas, there exists horizontal
and vertical polarization, meaning in fact a linear pola-
rization with the end of the electric field in a horizontal
plane (horizontal polarization) and along the vertical one
(vertical polarization). There is also a difference between
the clockwise and counter-clockwise rotating polariza-
tions [3].

In the literature there are two main methods to cha-
racterize propagation: the so-called Forward Scattering
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Alignment (FSA) and the so-called Backward Scatter-
ing Alignment (BSA). FSA is used to determine a change
of polarization of a wave propagating to and from an
observed target through the surrounding medium. The
polarimetric scattering properties of the medium are de-
scribed in this case by its Jones or Muller matrices. BSA
is especially useful when analyzing transmission through
a scattering object between antennas of various pola-
rizations. Sinclair and Kennaugh matrices are in use to
describe polarimetric properties in this case [5]. Polari-
zation has a dual aspect: on the one hand, it describes
the behavior of a complex harmonic vector field, on the
other hand it serves as a way to describe scattering pro-
perties of different propagation media.

In order to characterize this aspect of the radio wave
propagation, the role of precise wave propagation mo-
dels is particularly important as through measurements
is not possible to accurately measure the polarization
because we are limited to certain types of antennas. In
other words the radiation pattern of the antenna will in-
fluence our measurements and will not allow us to gain
precise information regarding it. For the model that de-
scribes the polarization, a proper definition for the case
of complex harmonic vector fields and an adequate set
of graphical and numerical representation is needed.
Our contribution addresses this problem.

3. The Stokes-parameters and 
the Poincaré-sphere

We can introduce the Stokes-parameters and the Poin-
caré-sphere [2,3] to characterize the polarization of an
arbitrary plane wave. The Stokes-parameters are defin-
ed as follows:

where a1 and a2 represent the two perpendicular
components of the field strength, one in the plane of
the receiver and the other in the plane vertical to the
receiver’s plane and to the propagation direction. And
only three of those four are independent because:

The Stokes-parameters generally are defined by four
element vectors:

For a horizontally polarized linear plane wave 
we have: S=[1100]

For a linear plane wave with  
circular polarization (45°): S=[1010]

For a linear plane wave with  
clockwise circular polarization: S=[1001]

For a linear plane wave with  
counter-clockwise circular polarization: S=[100-1]

For a non-polarized wave: S=[1000]

We can define the triplet              called ellipsometric
parameters. We can establish the following relationships
between them and the Stokes-parameters:

4. Polarization ellipse distribution and
the direction of the major semiaxis

The Poincaré-sphere gives a very good visual repre-
sentation of the various polarization states of a wave:
one point on the sphere corresponds to every possible
state of a plane monochromatic wave of a given inten-
sity s0 and vice versa. However, in a complex indoor en-
vironment we do not have constant field intensity, nei-
ther monochromatic waves, but there are multipath com-
ponents. So the Poincaré-sphere is not adequate for a
proper description of such a complex harmonic vector
field.

We use another approach [3] for a more detailed de-
scription, assuming that the electromagnetic field provi-
ded by a harmonic source that penetrates through a
building, which suffers multiple reflections, transmissions
and diffraction, remains harmonic. Therefore in every
point of the space we have a harmonic vector, V, a three-
dimensional function of the field intensity in that point:

where 
for example                        and so on meaning the

initial phases of the scalar components of the vector
field.

We can introduce the following vectors: p(r) and q(r),
which depend on the position vector, as follows:
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Figure 1.
Characterization of the Stokes-parameters 

and the Poincaré-sphere



Then we have:

Between these two vectors there exists a relation-
ship: they are conjugate semi-axes of the polarization
ellipse. If we choose two other vectors, s(r) and u(r) with
the following relations:

and we choose α such as s and u become perpen-
dicular,

then s and u will be the major and minor semi axes
of the polarization ellipse. To see this, we can express
V in terms of s and u as:

Now that we have s and u perpendicular one to the
other, we can choose a new coordinate system with the
x’ and y’ axes along s and u. In this new coordinate sys-
tem the components of vector field V will be the following:

Therefore we can conclude that:

so s=|s| and u=|u| will be the major and minor semi-
axes of an ellipse that describes the vector field in the
rectangular coordinates defined by these vectors, which
means that in fact it is the polarization ellipse itself.

So in the most general case in every point of the con-
sidered space the polarization is elliptic, but the plane of
the ellipse, the direction of the greatest diameter within
the plane and the eccentricity of the ellipse varies. That
can be easily seen: as α varies, the direction of axes x’
and y’ also varies and so does the direction of the el-
lipse’s support plane. 

In conclusion we propose the following graphical re-
presentations for the polarization analysis: 

– the distribution of the ellipse eccentricities, 
giving a description of how diffuse the field gets
inside the building due to the obstacles and 
different propagation mechanisms;

– the two-dimensional histogram of the major 
semi-axis of the ellipses, varying ϕ and θ, 
it could give information related to the needed
orientation of the receiver’s antenna.

5. Simulation results and analysis

Using our ray-tracing tool [7,8], we simulated the radio
waves generated by an external transmitter (LEO satel-
lite) inside a building. Multiple reflections and transmis-

sion through objects were taken into account; diffrac-
tion is not included in our model so far. The transmitter
generates waves with different polarizations, at 2.4 GHz
(downlink band assigned for LEOS by WARC’92): circu-
lar (clockwise and counterclockwise) and linear.

The ray launching wave propagation models are ba-
sed on geometrical optics instead of the full space mo-
deling. The propagated waves are divided into finite
space angles and these components are treated inde-
pendently. The model provides a complete result from
point to point by the independent space components
and the phenomena on the different surfaces (reflection,
transmission, diffraction).

In practice the method of the ray-launching is exten-
ded for third-rate arbitrary propagation mechanism com-
bination (in our simulation we took into account seventh-
rate combination) or we follow the wave while the field
strength of the followed wave decreases under a defi-
nite level. Our ray launcher is based on the ray launch-
ing concept; it has at its origin the Luneberg-Klein [2] se-
ries expansion, a high frequency approximation called
geometrical optics.

Table 1.  Characteristics of ray launching

The ray launching in our case has been applied in
inverse direction: we launch rays from the receiver loca-
tions under 8 different angles,in which directions the
rays propagating from the satellite could arrive. We fol-
low the rays until a given number of intersection points
is reached, which is 7 in our simulation. We took into ac-
count only those rays that propagate in the direction of
the satellite position, so basically a plane wave, because
the real wave, propagating from the satellite towards the
building, can be considered as plane due to the great
distance between the satellite and the building.

Wave propagation channel simulation...

VOLUME LXIII. • 2008/7 17

Figure 2.
Some possible first- and second-rate component of 

the Ray Launching



We present simulation results for these polarizations,
in the near field of the building side, at different distan-
ces from the windows, for the case of satellites at vari-
ous elevation angles.

The figures present simulated results of the polariza-
tion characteristics, for two regions of the building: one
inside the rooms that were directly irradiated through
windows and the next one for in-building regions not di-
rectly irradiated, inside the building, for low elevation an-
gles and for  clockwise, counterclockwise and linear pola-
rization, respectively, of the wave source.

At high elevation angles (45° and above) the princi-
pal penetration mechanism is the diffraction through win-
dow frames, as transmitted rays would rapidly bounce
between the ceiling and the floor, rapidly attenuating,
therefore rather few rays arrive into remote regions, so
generally valid conclusions cannot be drawn for these
angles so far.

Low and medium elevation angles at which the pe-
netration through windows is the principal mechanism,
can also be taken into account. The results show that the
wave, suffering specular multiple reflections and transmis-
sions, changes its polarization state, in other words the

polarization of the incident plane wave will be preserved
only in the near-window region; otherwise, in all three
examined cases, i.e. for linear, clockwise and counter-
clockwise polarizations of the incident wave, in distant
regions the polarization ellipses become almost evenly
distributed, so it seems that there is no direct connec-
tion between the polarization state of the incident waves
and the polarization of ellipses in different points of the
building. As for major semi-axis orientation of the pola-
rization ellipse, it varies rather deeply. However, the dis-
tribution curves can be observed to be centered at the
angles corresponding to those under which the satellite
is seen, or those under which once or more than once
the reflected waves reaching the satellite, generate from
the source.

6. Simulation results 
for satellite-MIMO channel 

In our work, we analyzed the MIMO – satellite channel
in scatterer and non-scatterer environment. The trans-
mitter was a three – element dipole antenna system and
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Figure 3. 
25°, 5°, near zone, clockwise, 
50% of points clockwise

Figure 4. 
25°, 5°, near zone, counterclockwise, 
48.5% of points clockwise



the receiver was the satellite. This is why the simulated
system was a SIMO structure. In the course of the si-
mulation the receiver antennas were rotated. At first the
tree antennas are in line with the axel-Z (rotation angle
0°). Then we opened the antennas like an umbrella the

end position was the plane X–Y (rotation angle 90°).
There was 120° between the projections of the anten-
nas on the X–Y plane. 

The scattered environment is an inside place where
object can reflect and scatter the waves which came

Wave propagation channel simulation...
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Figure 5. 
25°, 5°, far zone, counterclockwise, 
45.1% of points clockwise

Figure 6.
25°, 5°, far zone, linear, 
54.8% of points clockwise

Figure 7.  The capacity for scatterer and non-scatterer environment



from the satellite. The non-scattered environment is a so
special reference inside place in where there is not scat-
tered object. Consequently there is not reflection or scat-
tering between the transmitter and the receiver unit. 

Figure 7 shows the result of the simulation. The bro-
ken line denotes the channel capacity in a non-scatte-
red environment, and the continuous line is the channel
capacity for standard environment. Without reference
to the result of the mutual coupling it is evident that the
channel capacity is about moderate in scatterer envi-
ronment and dynamically fluctuates in non-scatterer en-
vironment. Consequently the scatterer environment cau-
ses increase in the channel capacity by n×m channel.

7. Conclusions

In our work we presented a method for describing the
polarization state of a complex harmonic electromagne-
tic field inside a building. The presented graphical re-
presentations can be used to get an insight into the
complex polarization phenomena of the radio waves in
the case of multipath propagation environments, with
application for the satellite-to-indoor radio propagation
channel.

A generic conclusion is that, for an office type build-
ing, the polarization state of an incident plane wave do-
es not have a major effect on the complex indoor har-
monic field. Its polarization is not preserved in the far-
window regions. In other words a circularly or linearly po-
larized plane wave generates a circularly or linearly pola-
rized complex harmonic field inside the building only in
a rather close proximity of the penetration regions, other-
wise the field is diffuse.
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1. Introduction

The monitoring of the electromagnetic environment of
planets (primarily the Earth) essentially starts nowadays,
however some experiments were conducted in the past.
On the one hand, the required measuring and data-
handling techniques have become available in the re-
cent years; on the other hand, the needed wave pro-
pagation theory has been born only by now, as many
theoretical breakthroughs were necessary in the case
of these problems.

One of the early experiments was the IK-24 (“Active”)
satellite launched in 1989 [8], which carried onboard the
Signal Analyzer and Sampler (SAS) instrument devel-
oped by us. By now it became obvious that the investiga-
tion, observation and continuous monitoring of the elect-
romagnetic surroundings of planets and especially the
Earth are undoubtedly necessary in order to understand
and to model the processes of the planet. For this task
we developed the advanced versions of SAS measuring
system, the SAS2 and SAS3 (SAS2 for satellites and in-
terplanetary space probes, while SAS3 for satellites and
for board of the ISS, in order to detect very high reso-
lution of waveforms). By the application of these data it
is possible to obtain a more precise description of the
terrestrial processes, to have a better understanding of
the solar-terrestrial connections and the space weather,
further to construct an adequate database for predic-
tion of terrestrial seismic activities and earthquakes.

First of all, for the better understanding and appli-
cation of signals registered onboard, and for deducing
right conclusions from their shapes (i.e. evacuation of a
city because of a likely earthquake) we have to describe
the generation and propagation of these electromag-
netic signals. As an example, let us consider one of the
important problems, the ULF-VLF signals excited by light-
ing discharges (the whistlers). A highly accepted theory
for the generation and propagation of these signals (e.g.
[7]) says that these signals can only and exclusively
propagate from the location of the exciting lightning to
the conjugate point (the location of detection) of the
geomagnetic field line on the Earth’s surface in wave-
guides formed by (“spaghetti-like”) plasma inhomogenei-
ties (ducts). Another hypothesis assumes that these sig-
nals can get to the conjugate point without ducts. A third
opinion considers onion-skin type inhomogeneities in
the high atmosphere as waveguides. 

The answer of this question is important for the right
interpretation of the observed phenomena. In order to
answer this, we have to know exactly the method of the
propagation and the shape of the UWB signal [1] in
this special environment, along with the different wave-
guide models. By the application of a sufficiently rigor-
ous theoretical model and by simultaneous, continuous
and automatic terrestrial and onboard measurements,
the answer can be found [2,5]. Besides the continuous
and effective developing of our theoretical models and
solution methods, the Demeter mission and the advan-
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The SAS2 measuring system, an advanced version of the SAS electromagnetic wave analyzer and sampler, successfully

operated on board of the Compass-2 satellite launched in 2006. The main mission of this satellite was to be a technical test

of a satellite series in space environment. These satellites are intended to research space weather, further they will observe

possible precursory events of earthquakes. The measuring systems and instruments worked well. We found some interest-

ing phenomena in the observed ULF-VLF electromagnetic database detected by SAS-K2: whistler-doublets (observed earlier

in 1989, by the first version of SAS on board of IK-24), “spiky” whistlers (SpW, we identified this signal type first from data-

base of Demeter satellite, and we presented the theoretical solution of these signals). Further signals, propagated in ducted

whistler mode between two inhomogeneous surfaces (onion-skin) in the plasma, were successfully identified first time dur-

ing this mission. These signals presumably propagated in higher mode (third order) in the magnetosphere. We delivered the

theoretical solution of this phenomenon for UWB (ultra wide band) signals too.



ced SAS2 with Compass-2 were essential steps forward
in this way. Furthermore, we have started to install a glo-
bal terrestrial measuring system (VR-1 and VR2), com-
patible with SAS2. This measuring network has been
successfully operating at four points in the Carpathian
basin, at two points at the Antarctica, two points in South
Africa, in New Zeeland, and other places (in the near
future e.g. two points in Finland). This terrestrial network
works continuously, automatically recognizes, evaluates
and classifies the whistlers, and since the first half of
this year automatically delivers the plasma parameters,
which was unavailable earlier. This is the AWDA system
[11]. For this development it was necessary to work out
the most accurate, new UWB wave propagation models,
because the former theoretical approaches were not
applicable for this task.

First we briefly describe the goals of Compass mission
and the advanced SAS2, and then we outline the exact
UWB description of the guided signal propagation in
waveguides filled by magnetised plasmas and the clear
evidence of the guided-mode propagation in the de-
tected data of SAS2-K2 worked on board of Compass-2.

2. Advanced Signal Analyzer and
Sampler in the Compass mission

The main goal of the Compass mission was to test and
verify the measuring ideas and complete detector and
instrumentation system of planned missions with the same
scientific goals following the Compass. The general sci-
entific goals of the complete mission are the research
of the electromagnetic activity concerning the seismic
events, especially the electromagnetic precursors of the
earthquakes, the detailed investigation and monitoring
of the electromagnetic environment of the Earth in the
ULF-VLF bands, inside this area the detailed charac-
teristics of the lightning activity and whistler propagation,
and space weather relations.

The Compass-1 was launched on 10th December
2001, however, after the successful launch the satellite
failed on orbit. The Compass-2 was launched on 26th
May 2006 and reached the planned low circular orbit
(inclination 79°, orbit height ~400 km). See the satellite
in Fig. 1 and the general sketch of the satellite in Fig. 2.

After the start of the operation serious problems ap-
peared in the power system of the satellite, which was
partly solved by November 2006. From that time during
the active life of the Compass-2 the scientific sensors
and measuring systems worked perfectly.

One of the scientific measuring equipments is the
advanced Signal Analyzer and Sampler (SAS2-K2, deve-
loped and produced by the Space Research Group of
the Eötvös Loránd University and the BL Electronics)
using Ukrainian sensors, two spherical electric sensors
producing one (differential) electric signal appearing be-
tween the two spheres, and one electric search coil sen-
sor producing one magnetic signal in the ULF-VLF bands.
One of the sensors (ES) has two conductor balls posi-

tioned >1.5 m far from each other, the measured signal
is the electric potential difference between the balls. The
other sensor (MS) is a search coil receiving ULF-VLF
magnetic signals parallel with its axis. The SAS2-K2 and
the sensors worked perfectly with high symmetry be-
tween the electric and magnetic channels, with high sen-
sitivity and low noise according to the original specifi-
cations. 
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Figure 1. 
The Compass-2 during the final phase of the ground tests

Figure 2. 
The sketch of the Compass-2 satellite. 

The sensors of the SAS2-K2 are the two ES electric and
the MS magnetic Ukrainian sensors.



This fact means a qualitative step forward in com-
parison with Demeter satellite, because the sensitivity
of the magnetic channel on the Demeter is much lower
than the electric one. Both the electric and the mag-
netic components of Compass-2 have been registered
and evaluated with the same quality. The SAS2-K1 for
Compass-1 and the SAS2-K2 for Compass-2 can be
seen in Fig. 3 and Fig. 4. Inside the box of SAS2-K2
two complete and identical SAS2 were integrated to
increase the reliability of the whole mission, as it is pos-
sible to see in the block-diagram of the system (Fig. 5).

The original SAS2-K1 launched on board of Com-
pass-1 had only one, two-channel SAS2 module (see
in Fig. 3). The SAS2-K2 contained two, identical, two-
channel SAS2, one active and one cold backup, in or-
der to increase the reliability of the whole mission. This
can be well seen in the block diagram (Fig. 5).

The main characteristics of the SAS2 wave analyzer
are the following:

Frequency range 
(search coil and the electric spheres, 1 pair): 

1 Hz – 20 kHz
Search coil transfer function: 

1 Hz – 1 kHz linear, 1 kHz – 20 kHz flat 
Electric sensor transfer function: 

1 Hz – 20 kHz nearly flat
Noise bands:

Magnetic sensor: 10 Hz – 2 pT / Hz1/2
100 Hz – 0.2 pT / Hz1/2
1 kHz – 0.03 pT / Hz1/2

10 kHz – 0.05 pT / Hz1/2
Electric sensor (1 pair):

10 Hz – 40 nV / Hz1/2
10 kHz – 20 nV / Hz1/2

The mass of the SAS2-K2 electronic unit (Fig. 3b) is
470 g. The total mass of the system with sensors etc. is
1260 g. The size of the electronic unit is 150x70x110 mm.
The power consumption is ≤ 3 W, including the sensors,
however, one electronic unit (the SAS2-A or the SAS2-
B inside the SAS2-K2 box) is a cold backup.

During the operation of the system it is possible to
select, by ground commands, that the A or B unit is ac-
tive inside the SAS2, to select the input gain of the input
analogue (ULF-VLF) amplifiers and to select the main
operation mode and the parameters of the selected
operation mode including the sampling rate of the inco-
ming (registered) signals. (The maximum sampling speed
is 43.2 kHz for each channel and the gain of input amp-
lifiers is changeable from -18 dB to +20 dB in three
steps.

The SAS2 has three different memory modules be-
side the internal memory of the DSP. The first is the
boot memory (128 kBytes EPROM) from which the ope-
rating program is loaded after the switch-in or power-on
reset. The second is a 4 MBytes SRAM used for mea-
surement data storage as circular buffer and telemetry
buffer. The third is a 64 kBytes EEPROM to set and store
the actual parameters and reference spectrum of the
measuring (operation) modes.

Using this hardware and software possibilities, the
SAS2 main operation modes are the following:

a) Monitoring of the average electromagnetic noise
spectra of the two channels. The averaging time can be
set by commands, by parameters from 1 sec high speed
monitoring to 10 minutes long time averaging. This ope-
ration mode is running simultaneous with the b) or c)
operation modes.

b) Triggered event detection: After the processing
of the signals incoming simultaneously in the two chan-
nels, the processed signal (spectrum) of one selected
channel is compared to a stored reference signal (spect-
rum) which is selected or modified by ground commands
according to the actual onboard EMC etc. If the record-
ed spectrum is higher than the reference one on one or
more spectral lines (see more about these criteria in [11]),
it is accepted as a real event and valid trigger. Then the
system reads the recorded signal values stored in cir-
cular buffer memory before a predefined time of the
trigger signal and following the trigger signal to another
predefined time (e. g. 0.5 sec before the trigger and e. g.
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Figure 4. 
The SAS2-K2 equipment for the Compass-2 satellite and the electric and magnetic sensors of the SAS2-K2, respectively

Figure 3. 
The SAS2-K1
equipment for
the Compass-1
satel l i te 



1 sec or 2 sec after the trigger). If the registration of the
detected electric and magnetic signals during this time
period is finished, the whole record is rewritten into the
telemetry buffer.

c) Periodical, time controlled data collection: In this
mode the SAS2 detects and stores the incoming data
of the two channels with predefined sampling rate (nor-
mal “burst” mode) without triggered event detection us-
ing a command controlled (predefined) registration time
schedule list.

The SAS2 system worked perfectly, and the tech-
nological test of the planned complete measuring sys-
tem was successful, too. The SAS2 registered ULF-VLF
signals with the planned specification, with low system
noise and the electric and magnetic channels have the
symmetry in the signal levels of the incoming electro-
magnetic events and noise, which is important in the
electromagnetic research (see e. g. Fig. 6). 

In Fig. 6, the first measured signal, a very intensive
whistler group can be seen, with both the electric and
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Figure 5.  The block diagram of the SAS2-K2. The SAS2-A and SAS2-B units are identical

Figure 6. 
One of the first data set measured by the SAS2-K2 on board of Compass-2, 29th Nov. 2006. UT 5.00.00 above Indonesia.

We see here a very strong whistler group, i. e. the FFT pattern of the electric and magnetic components of 
these whistlers, respectively. The symmetry of the sensitivity of the detector channels is evident.



the magnetic components. In the followings we show
briefly three types of detected signals and their interpre-
tations.

3. Examples from the electromagnetic
events registered by SAS2

In the followings three examples are displayed from the
SAS2 registrations. The first and the second data cor-
respond to our previous theoretical results, the third one
shows a new and unknown phenomenon.

3.1 Whistler-doublets
The first detected whistler-doublets appeared during

the first SAS experiment, on board of the IK-24 (“Active”)
satellite – see Fig. 7, and more in [8]. The origin of this
phenomenon was supposed to be a simple reflection
arriving upward below the satellite – this hypothesis
seemed to be supported by the time shifting of the two
traces and the position of the satellite –, or to be a tra-
veling time difference caused by the presence of two,
neighboring plasma inhomogeneities (ducts). The time
difference between the two traces in a whistler was 70
< 80 ms in the case of this data, which could make both
explanations to be likely. It was also probable, on the
basis of the very similar fine structures of the traces that
the source (the generating lightning discharge) was iden-
tical for both signals, and the propagation paths were
closed. But the verification of this interpretation by real
wave propagation model calculations has been missing
up to now, as the first really exact UWB propagation mo-
dels were developed later.

The SAS2-K2 has detected whistler doublets, too
(see in Fig. 8). The time difference in this case is 60 <
70 ms. However in this measured data there were no
more doublets in 1-2 seconds, but similar doublets were
registered in the same measuring record few minutes
earlier. It means that whistler doublets can occur occa-
sionally, but not systematically. The phenomenon is not
accidental. Nevertheless, our former interpretation needs

fundamental revision, because the orbit of the Com-
pass-2 satellite is much lower than in the case of IK-24,
the height of the orbit is ~400 km. This height is too low
for such a big running time delay of a signal reflected
backward to the satellite near the surface. 

The Compass-2 orbits in the ionosphere, just like that
of the Demeter satellite, are not too much above it. So,
the way of generation by reflection can be excluded.
But the other generation theory regarding the two, near,
narrow waveguides with small diameters can also be
excluded on the basis of the exact UWB solution. We
have successfully deduced the UWB solution for wave-
guides filled by anisotropic, magnetized plasma and the
registered doublets show no typical signs of guided pro-
pagation (the guided signals have typical forms, see Sec-
tion 3.3). Thus it became necessary to reexamine this
problem, and to find a new, consistent explanation of
their generation (as the occurrence of the exciting light-
ning is possibly in connection with global climate proces-
ses and their changing).

3.2 Spiky Whistlers – SpW
We briefly reported this type of whistlers in our paper

on registrations of Demeter satellite [2]. The exact iden-
tification and wave-theoretical description of this phe-
nomenon, together with the whole UWB solution and
model can be found in [3,5]. 

Here we summarize the essence of this theory. The
lightning discharge excites dominantly a vertical current,
so-called cloud-to-ground directed lightning. The excited
electromagnetic signal starts to propagate in the Earth-
ionosphere waveguide, and after traveling a longer dis-
tance in this waveguide the signal can connect out to-
ward the higher atmosphere. Through the magnetized
ionosphere plasma, the signal can reach the satellite.
Because of the fact of guided propagation in the Earth-
ionosphere waveguide, guided modes of different or-
ders can appear in the spectrum, with different, harmonic
wavelength limits depending on the distance between
the Earth’s surface and the bottom of the D-layer of the
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Figure 7. 
Whistler-doublets detected by first SAS experiment 
on board of IK-24, 14th December, 1990.

Figure 8. 
Whistler doublet measured by SAS2 

on board of Compass-2, 27th of January, 2007.



ionosphere. Thus the spectrogram of the signal (e.g. the
FFT pattern) will be “spiky”. This signal suffers dispersion
during propagation toward the satellite, but preserves
its original spiky structure. The sketch of the propaga-
tion can be seen in Fig. 9., the signal calculated by our
UWB model in comparison with data detected by Deme-
ter satellite can be seen in Fig. 10.

We have also detected SpW-s on board of Compass-
2, see Fig. 11. In this signal group, the second, third,
sixth, seventh and ninth order modes can be identified
and classified. From these modes, the third and ninth or-
der modes are very sharp, the others are recognizable
with small intensity, and no more modes propagated to-
ward the satellite in this case. 

We successfully verified the fact, that the Spw-s,
which we identified first from registrations of the Deme-
ter, occur frequently, as it was expected. Whereas the
wavelength limits and frequency limits of the modes de-
pend on the distance between the surface and the D-
layer, by the application of Spw-s it is possible to obtain
a real and continuous monitoring of the fluctuation of
the height of the lower border of the ionosphere for the
whole Earth’s surface, depending on the day, season,
space-weather, seismic activity, and other global varia-
tions. The reasons of different changes are expected
to be determined and classified using time series, and
other significances resulted by continuous monitoring.
This means one of the important research goals in the
future.

3.3 Direct verification for existence of 
guided whistlers

As it was mentioned in the Introduction, the appear-
ance of whistlers at the Earth’s surface opens some
questions, as these signals are excited by lightning dis-
charges and through the magnetosphere they reach
the conjugate (northern or southern) hemisphere. The
modeling of the connecting out/in process is important
in the study and observation of the high atmosphere,
in determination of the plasma parameters of the mag-
netized plasma surrounding the Earth, etc. Because of
the fundamental importance of this question we have
started to install the globally extended AWDA network,
with terrestrial VR-1 and VR-2 measuring stations com-
patible with our onboard instruments, which can detect,
classify and fully automatically evaluate the whistlers in
24 hours a day [9-11]. 

The early investigations based on calculations of strict-
ly monochromatic (sinusoidal), continuous signals in the
VLF band by ray tracing methods and these results sug-
gested the hypothesis, that the whistlers can only and
exclusively reach the conjugate point of the geomag-
netic field line, if there is a conducting tubular structure
(duct) along the magnetic line, formed by the inhomoge-
neous plasma density [7]. 

This is not impossible, as the charged particles in
the Earth’s atmosphere can easily move along the geo-
magnetic field lines, but this is hard for them into the
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Figure 9. 
The generation mechanism and propagation path of
spiky whistlers (SpW) [5]

Figure 11. 
SpW group detected by SAS2 on board of Compass-2

(16th of March, 2007)

Figure 10. 
FFT spectrograms and
signal forms of 
a measured 
(Demeter satellite, 
6th of November, 2004) 
and a calculated 
UWB signals 
[5]



rectangular direction. So an inhomogeneous density
structure extends along the geomagnetic field lines in
the magnetosphere. 

But the large number of the whistlers would need the
continuous presence of numerous “spaghetti”-like ducts
with high stability. Another problem appears in the shape
of the detected whistlers, which can be well described
by free space propagation in anisotropic, magnetized
plasma even in the approximate models or in the exact
UWB models [1]. As a connection between the two pos-
sibilities, a shield-like structure of the ducting plasma
inhomogeneities (“onion-skin”) can be also assumed in
the high atmosphere, and this more stable and simpler
structure ducts the whistlers along the magnetic field
lines.

We successfully solved the propagation of UWB sig-
nals, impulses in rectangular waveguides filled by ho-
mogeneous, anisotropic, magnetized, cold plasma [4].
The results enlightened, on the one hand, that the wave
pattern appearing during this propagation significantly
differs from the free space propagation (as this was ex-
pected), on the other hand the shape of their spectro-
gram has no asymptotic limited wavelength, but the cur-
vature of their spectral function turns to zero frequency
in a finite time (this was unexpected). (Because of this
unordinary result we have checked the model for two
years, but no error was found in that.) This problem can
only controlled by measurements, if the instrument can
measure not only in the VLF, but in the ULF-ELF band

also with high sensibility, and the convergence of the
dynamic spectrum of the signal to zero can be well ana-
lyzed on the registered data. The SAS2-K2 fits well to
these requirements.

A whistler group detected by Compass-2 on 28th of
February, 2007 shows the form expected from our theo-
retical considerations (see Fig. 12). This is the first time,
when a really ducted whistler can be presented. Using
our theoretical model, we investigated the structure in
which this signal form could appear. We can say on the
basis of the calculations that the registered whistler pro-
pagated in a higher ducted mode along the magnetic
field line. The ducting structure was not tubular, the sig-
nal propagated between surfaces, so the ducting struc-
ture was “onion-skin” like. 

When we applied two surfaces in a 6 km distance from
each other in our model calculation, the calculated and
the measured data coincided with high accuracy. (The
magnetic field is parallel with the bordering surfaces,
and the direction of the propagation is parallel with the
magnetic field.) The length of the propagation path is
30.000 km, the plasma frequency in the plasma model
is 2.5 Mrad/s and the gyro-frequency is 900 krad/s. 

The dynamic spectra of the first, second and third or-
der modes can be seen in Fig. 12. As it can be seen in
their dynamic spectra, the third order mode of the cal-
culated signal coincides well with the measured signal.
As a consequence of this result, it can be declared, that
this signal is a ducted signal propagated in third mode
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Figure 12. 
First, second and third order modes of calculated UWB signals, in comparison with the dynamic spectrum of 

a whistler detected by Compass-2 on 28th of February, 2007



between two ducting surfaces. However, from these re-
gistrations the existence of the so-called ducts has not
been verified, moreover, the presence of ducts is not
indispensable for the propagation of whistlers. Further-
more it can be seen, that the whistlers having no sig-
nificances of ducted propagation were not propagating
in ducting structures. Because of this it is undoubtedly
necessary to start intensive research in order to clarify
the amount and the location of the ducted and the non-
ducted propagation. (Reasonably, it is necessary to deve-
lop the UWB modeling of different propagation situa-
tions, too. This needs numerous theoretical breakthroughs
as well.)

This unordinary, unusual signal form makes exten-
sive, multilateral analysis and controlling necessary. Be-
cause of this we have examined the signal by digital
matched filtering [6]. Fig. 13 shows the FFT patters of
the final section of the same signal, the matched fil-
tered pattern of which can be seen in Fig. 14. The sig-
nal from and the method of its convergence to zero fre-
quency (bending down) are unquestionable facts.

4. Summary

a) The technical probe of the Compass-2 and the on-
board SAS2-K2 measuring system were successful-
ly conducted.

b) The SAS2-K2 made it possible to get fundamentally
new and important knowledge.

c) It is necessary to restart the investigation of the whist-
ler-doublets, and to clarify the reason of the duplica-
tion in their spectra.

d) The SpW-s are applicable and effective tools in the
continuous and global investigation of the dynamics
of the lower border of the ionosphere.

e) We succeeded first time to demonstrate a ducted
whistler signal, and to open the way for a more de-
tailed investigation of the problem of ducted/non-
ducted propagation, beyond the former theories on
this topic.
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Figure 14. 
Matched fi ltered pattern of the final section of a ducted whistler

Figure 13. 
FFT pattern of the final section of a measured ducted whistler
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1. Introduction

There are several speech synthesis methods: articula-
tory and formant synthesis (trying to model the speech
production mechanism), diphone and triphone based
concatenative synthesis and corpus-based unit selec-
tion synthesis (based on recordings from a single spea-
ker). Currently the best quality is produced by the unit
selection method, although the size of the corpus data-
base is quite big (it may be in the gigabyte range), voice
characteristics are defined by the speech corpus and
these features cannot be changed without additional
recordings, labelling and processing which increase the
cost of generating several voices.

Text-to-speech (TTS) systems based on the Hidden-
Markov-Model (HMM) are categorized as a kind of unit se-
lection speech synthesis, although in this case the units
are not waveform samples, but spectral and prosody pa-
rameters extracted from the waveform. HMMs are respon-
sible for selecting those parameters which most precisely
represent the text to be read. A vocoder generates the
synthesized voice from these parameters. HMM-based
text-to-speech systems are becoming quite popular now-
adays because of their advantages: they are able to pro-
duce intelligible, naturally sounding voice in good quali-
ty and the size of the database is small (1,5-2 Mbytes).
It is also possible to adapt the voice characteristics to dif-
ferent speakers with short recordings (5-8 minutes) [1-4],
and emotions can also be expressed with HMM TTS [5].

The current paper gives an overview about the archi-
tecture of HMM based speech synthesis, investigates the
first adaptation of an open-source HMM-based TTS to
Hungarian, and describes the steps of the adaptation pro-
cess. The results of a MOS-like test are also introduced
and future plans of the authors are mentioned as well.

2. The basics of Hidden-Markov-Models

Hidden-Markov-Models are mainly used for speech re-
cognition [6] in speech research, although in the last de-
cade or so they have also been applied to speech syn-

thesis. The current section briefly introduces the basics
of HMMs, a detailed description can be found in [7].

A HMM λ(A,B,π) is defined by its parameters: A is the
state transition probability, B is the output probability and
π is the initial state probability. In case of text-to-speech
let us assume that λ is a group of HMMs, which repre-
sent quintphones (a quintphone is five phones in a se-
quence) in sequence (Fig. 1). The series of quintphones
define the word, which we would like to generate. The
goal is to find the most probable state sequence of
state feature vectors X, which will be used to generate
the synthetic speech (see Section 3 for more details).

Figure 1.  Concatenated HMM chain in qi state, 
at ith time, the output is Xq i.

The Xqi output is an M-dimensional feature vector at
state qi of model λ :

The aim is to define the                           output
feature vector (of length is L, which is  the number of
sounds/phonemes in an utterence) from model λ, which
maximizes the overall likelihood P(x λ):

Where Q = (q1,q2...qL) is the state sequence of mo-
del λ. The P(x λ) overall likelihood can be computed by
adding the product of joint output probability P(x q,λ)
and state sequence probability P(q λ) over all possible
Q state-sequence. 

To be able to compute the result within moderate time,
the Viterbi-approximation is used:
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The q state sequence of model λ can be maximized
independently of x:

Let us assume that the output probability distribu-
tion of each state qi is a Gaussian density function with
µi mean value and Σi covariance matrix. The model λ is
the set of all mean values and covariance matrices for
all N states:

Consequently the log-likelihood function is:

If we maximize x then the solution is trivial: the out-
put feature vector equals to the states’ mean values

This solution is not representing the speech well be-
cause of discontinuities at the state boundaries. The fea-
ture vectors must be extended by the
delta and delta-delta coefficients (first
and second derivatives):

3. HMM-based 
speech synthesis 

HMM-based speech synthesis con-
sists of two main phases: the training
phase (Fig. 2) and the speech gene-
ration phase (Fig. 3). During training
the HMMs “learn” the spectral and pro-
sodic features of the speech corpus,
during speech generation the most
likely parameters of the text to be syn-
thesized are extracted from the HMMs. 

For training a rather large speech corpus, the pho-
netic transcription of it and the precise position of the
phoneme boundaries are required. The mel cepstrum,
its first and second derivatives, the pitch, its first and se-
cond derivatives are extracted from the waveform. Then
the phonetic transcription should be extended by con-
text dependent labelling (see Subsection 4.2). When all
these data are prepared, training can be started. During
the training phase the HMMs are “learning” the spectral
and excitation parameters according to the context de-
pendent labels. To be able to model parameters with
varying dimensions (e.g. log{F0} in case of unvoiced re-
gions) multidimensional probability density functions are
used. Each HMM has a state duration density function
to model the rhythm of the speech.

There are two standard ways to train the HMMs: (1)
with a 2-4 hour long speech corpus from one speaker
or (2) with speech corpora from more speakers and then
adapt it to a speaker’s voice characteristics with a 5-8
minute long speech corpus [1,2]. This way new voice
characteristics can be easily prepared with a rather small
speech corpus. According to [1,2] the adaptive training
technique produces better quality than training from
one speech corpus only. Furthermore there are numer-
ous methods to change the voice characteristics [3,4].

Hidden-Markov-Model-based speech synthesis...
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Figure 3.  
Speech generation 

with HMMs

Figure 2.  
Training of the HMMs



To generate speech after training is done, the pho-
netic transcription and the context dependent labelling
(see Subsection 4.2) of the text to be read must be cre-
ated. Then the phones’ duration is extracted from the
state duration density functions and the most likely spect-
ral and excitation parameters are calculated by the HMMs.
With these parameters the synthetic speech can be ge-
nerated: from the pitch value the excitation signal of
voiced sections is generated and then it is filtered, typi-
cally with a mel log spectrum approximation (MLSA) fil-
ter [8]. Simple vocoders were used earlier, lately mixed
excitation models are applied in order to achieve better
quality [9].

4. Adapting HMM-based TTS 
to Hungarian

The authors conducted the experiments with the HTS
framework [10]. For the Hungarian adaptation a speech
database, the phonetic transcription of it, the context-
dependent labelling and language specific questions
for the decision trees were necessary. In the following
the most important steps will be described.

4.1 Preparation of the speech corpus
The authors used 600 sentences to train the

HMMs. All the sentences were recorded from pro-
fessional speakers, it was resampled at 16.000
Hz with 16 bits resolution. The content of the sen-
tences is weather forecast and the total length
is about 2 hours. The authors prepared the pho-
netic transcription of the sentences, the letter
and word boundaries were determined by auto-
matic methods, which are described in [11]. 

4.2 Context-dependent labelling
To be able to select to most likely units, a num-

ber of phonetic features should be defined. These
features are calculated for every sound. 

Table 1 summarizes the most
important features. 

Labelling is done automati-
cally, which may include small er-
rors (e.g. defining the accented
syllables), although it does not
influence the quality much, as
the same algorithm is used dur-
ing speech generation, thus the
parameters will be chosen by the
HMMs consistently (even in case
of small errors in the labelling). 

4.3 Decision trees
In Subsection 4.2 context-

dependent labelling was intro-
duced. The combination of all the

context-dependent features is a very large number. If
we take into account the possible variations of quint-
phones only, even that is over 160 million and this num-
ber increases exponentially if other context dependent
features are included as well. Consequently, it is im-
possible to design a natural speech corpus, where all
the combinations of context-dependent features are
included. To overcome this problem, decision tree based
clustering [12,13] is used. 

As different features influence the spectral parame-
ters, the pitch values and the state durations, decision
trees must be handled separately. Table 2 shows which
features were used in case of Hungarian for the deci-
sion trees [14]. 

For example, if the decision tree question regarding
the length of the consonants is excluded, then the HMMs
will mostly select short consonants even for long ones,
as these are not clustered separately and there are much
more short consonants in the database. 

4.4 Results
In order to be able to define the quality of Hungarian

HMM-based text-to-speech synthesis objectively, the
authors conducted a MOS (Mean Opinion Score) like lis-
tening test. Three synthesis engines were included in
the test: a triphone-based, a unit selection system and
a HMM-based speech synthesis engine.
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Table 1. 
The prosodic features used for context dependent labelling

Table 2.  
Features used for building the decision trees



At the beginning of the test 3-3 sentences random-
ly generated from each system were played, these sen-
tences were not scored by the subjects. The reason for
doing this is to have the subjects used to synthetic voice
and to show them what kind of qualities they can expect.

At the next step 29 sentences generated by each
system were randomly played in different sequences in
order to avoid ‘memory effects’ [15]. The content of the
test sentences were from the weather forecast domain.
The triphone based system is the ProfiVox domain in-
dependent speech synthesizer, the HMM based TTS
was trained with weather forecast sentences (cca. 600
sentences) and the unit selection system had a large
weather forecast speech corpus (including cca. 7000
sentences). The same 29 sentences were generated
by all systems, but none of these sentences were pre-
sent in the speech corpora. The subjects scored the sen-
tences from 1 to 5 (1 was the worst, 5 was the best).

12 subjects were included in the test. The results
are shown in Fig. 4. 

The triphone-based system scored 2.56, the HMM-
based TTS scored 3.63 and the unit selection one
scored 3.9 on average (mean value). The standard devi-
ation was in the same order 0.73, 1 and 0.73. Although
the unit selection system was considered better then
the HMM-based TTS, it can read only domain-specific
sentences with the same quality, while the HMM-based
TTS can read any sentence with rather good quality.
Furthermore the database of the unit selection system
includes more then 11 hours of recordings, while only
1.5 hours of recordings was enough to train the HMMs.
The size of the HMM database is under 2 Mbytes, while
the unit selection system’s database is over 1 GByte. 

The triphone based system was designed for any
text, domain specific information is not included in the
engine. This can be one reason for the lower score. The
absolute value of the results is not so important, rather
the ratio of them contains the most relevant informa-
tion.

5. Future plans

The current paper introduced the first version of the Hun-
garian HMM-based text-to-speech system. As the next
step the authors would like to record additional speech
corpora in order to test adaptive training, to achieve more
natural voice and to be able to create new voice charac-
teristics and emotional speech with small (5-8 minutes
long) databases. 

Because of the small footprint and the good voice
quality, the authors would like apply the system on mo-
bile devices as well. To be able to port the hts_engine to
embedded devices, it may occur, that the core engine
must be optimized to achieve real-time response on mo-
bile devices.

6. Summary

In this paper the basics of Hidden-Markov-Models were
introduced, the main steps of creating the first Hunga-
rian HMM-based text-to-speech synthesis system were
described and a MOS-like test was presented. The main
advantage of HMM-based TTS systems is that they can
produce natural sounding voice from a small database,
it is possible to change the voice characteristics and to
express emotions. 
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Figure 4.  
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1. Introduction

Prosody or supra-segmental features are integrant parts
of human speech, they provide cues for the listener to
understand the meaning by segmenting the speech
flow, by emphasizing the important or new information,
etc. Moreover, prosody carries sentence mood (modali-
ty) and allows the speaker to express emotions, which
are embedded acoustically into the speech utterance.

From the point of view of speech technology, high
quality speech synthesis would be impossible without mo-
delling prosody, which means definition of the proper
intonation, stress and logical segmentation. In speech re-
cognition, however, prosody was not addressed as an
information source for a long time, even if supra-seg-
mental features provide not only segmentation informa-
tion or some representation of nuances in the mean-
ing, but they might by themselves carry information not
contained in any other speech related feature. Auto-
matic speech recognizers should exploit this information
source in order to ensure some redundancy for speech
decoding and also to catch information which would be
lost otherwise. For example, automatic classification of
sentence modality can be crucial in several speech tech-
nology based information retrieval systems, hence se-
veral sentences can be composed from identical word
chains, the meaning being still different because of the
differing sentence mood [1] (question or statement, for
example). This is even more important if  – like in Hunga-
rian – the subject-predicate inversion does not appear
to predict syntactically the sentence modality. In tradi-
tional statistical speech recognition, sentence modality
classification would be impossible in many cases.

Prosody can, however, be very useful also in traditio-
nal speech recognition by providing segmentation in-
formation (boundary detection) about the speech utter-
ance. Boundaries of sentences, clauses, syntagms or
even some word boundaries can be identified based on
supra-segmental features, and the information about the
temporal localization of these boundaries can help re-
duce searching space during the decoding process by

removing or penalizing hypotheses not fitting the de-
termined prosodic pattern. Searching space reduction
means more robust (more accurate) and faster recog-
nition, recognition speed being one of the critical factor
when treating agglutinating languages like Hungarian,
Finnish, Turkish, etc. in systems, if real time operation is
a basic requirement.

Prosody can also help syntactical and semantic ana-
lysis [3] and can predict information-rich segments of
speech by detecting stress.

Prosodic features – even if they have not became in-
tegral parts of speech recognizers yet – were examined
and exploited by several research groups, mainly for Eng-
lish and German languages. Veilleux and Ostendorf ela-
borated an algorithm rescoring N-best lattices based on
prosodic information [10]. N-best lattices are graphs re-
presenting recognition hypotheses, each arc having an
associated score which functions as a weight, calculated
from acoustic and linguistic analysis of the input speech.
Based on prosodic information and analysis, these scores
can be modified, this is called N-best rescoring. Indeed,
it has the same effect as if a prosodic analyser module
added his own scores to the acoustic and linguistic ones.
The final recognition result is given as the path having
the highest score (the most probable path) through the
lattice. A similar work was presented for German lan-
guage in [2]. 

Gallwitz et al. developed an integrated speech re-
cognizer [1], treating and exploiting “traditional” acoustic
and prosodic-acoustic features in parallel. The authors
of the present article have also examined the use of pro-
sody in speech recognition [12].

2. Extracting acoustic-prosodic 
information from speech

For representation of prosody, fundamental frequency
(F0), energy level and time course are measurable. Bas-
ed on our earlier analysis reported in [8], F0 and energy
were found to be characteristic when considering em-
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phasis detection. The extraction of prosodic information
is performed using the Snack package of KTH [7]. The
extraction of F0 is done by AMDF method using a 25 ms
long window. The frame rate is set to 10 ms. The obtain-
ed F0 contour was firstly filtered with our anti-octave jump
tool. This tool eliminates frequency halving and doub-
ling, and also cuts F0 values associated to the first and
last frames of each voiced speech segment. This was fol-
lowed by a smoothing with a 5 point mean filter (5 points
cover a window of about 50 ms) and then the log val-
ues of F0 were taken, which were linearly interpolated.
During the interpolation, two restrictions must be fulfilled.
Firstly, interpolation should not affect pauses in F0 lon-
ger than 250 ms; secondly, interpolation should be omit-
ted if the initial value of F0 after an F0-gap higher than
a threshold value. This threshold value depends on the
last measured F0 values and equals the 110% of the
average F0 value of the three last voiced frames before
the gap (unvoiced period).

These restrictions affecting the interpolation were
found necessary because an unvoiced period of length
more than 250 ms is likely to be a silence, which should
also be detected. On the other hand, interpolation of such
a long period would yield only a broad approximation.
The reason for the maximal rise criteria of 10% for F0
can be explained in the same manner: firstly a silence
(including a breath) is likely, secondly, emphasis is ex-
pected to produce also such a rise which should not be
smoothed by the interpolation. The threshold values to
trigger interpolation were determined empirically. An au-
tomatic algorithm for the determination of these values
based on speaker specific variables (such as speech or
articulation rate, F0 dynamic range, etc.) would also be
of interest in the future, but this problem is not issued
in the current article. 

Energy level values were also extracted using the
Snack package, the window size (25 ms) and frame rate
(10 ms) were identical to those applied for F0. Energy
contour was then filtered by a mean filter. Unlike F0, ener-
gy level is a continuous variable, so interpolation is not
necessary.

After feature extraction and basic shape condition-
ing described above, delta and acceleration coefficients
are appended to both F0 and intensity streams. These
coefficients are computed with a regression-based for-
mula (1). The regression is performed in 3 different steps
with increasing regression window length: firstly with a
window of ±10 frames, secondly with a window of ±25
frames and finally, a window of ±50 frames is used (W
in equation (1)). This means that the final feature vec-
tor consists of 14 elements (original F0 and
intensity data + 3-3 delta + 3-3 acceleration
components for both of them). 

The formula applied was [9]:

(1)

where dt is the delta coefficient at time t ct-i and ct-i
are coefficients from the stream to be derivated, W is
the window length given in the number of frames.

3. Using the prosodic information 
in the speech recognition process

Prosodic information is used to obtain a broad segmen-
tation of the speech on sentence, clause, syntagm and
word boundaries. Feeding this information into the speech
recognizer, we except a higher accuracy and the imple-
mentation of functions presented in the introduction.

Our algorithm is based on the fact that stress in Hun-
garian is fixed [2]: if a word is stressed, stress is produ-
ced on the first syllable. This makes it possible to handle
prosodic information without knowing the underlying word
and phoneme sequence. Of course, the final aim is to in-
tegrate the processing of phoneme characteristic spect-
ral and prosody affected syntactical information in the
speech recognizer.

3.1 Training of an automatic prosodic segmenter
The prosodic segmentation is based on the intona-

tion shape of individual stressed speech segments, se-
parated on word boundaries. As a by-product of this re-
cognition, the temporal location of these boundaries is
also available. Boundaries are expected to occur on word
boundaries, some of which can also be syntagm and/or
clause and/or sentence boundaries at the same time.
Please note that intonation now is defined in a more de-
tailed interval than one sentence, as the intonation of
the sentence is further split into intonationally coherent
segments, so that they coincide with stress and hence
by word boundaries. Further in the article, intonation is
always regarded as some type of “sentence sub-intona-
tion”.

When determining the set of intonation types, a cru-
cial step is to define classes which are well distinguish-
able and cover all frequent intonation patterns. To ac-
complish this, only 6 types of intonation patterns were de-
fined. Silence is the 7th class. The used intonation pat-
tern are listed in Table 1.

For training the prosodic segmenter, training samp-
les were selected from Hungarian BABEL speech data-
base [6] (22 speakers, 1600 sentences). This material
was segmented based on intonation patterns shown in
Table 1. An initial hand-labelling was then extended to

INFOCOMMUNICATIONS JOURNAL

36 VOLUME LXIII. • 2008/7

Table 1.  
Intonation patterns used for prosodic segmentation



a computer aided segmentation using a primitive pro-
sodic segmenter trained on hand-labelled data. Hand-
labelling was performed relying on F0 and energy con-
tour and subjective impression after listening.

The prosodic segmenter itself is a Markov-model bas-
ed system whose structure is very close to standard HMM
speech recognizers. The 14 dimensional acoustic-proso-
dic frames are calculated every 10 ms. The number of
states is 11 (after optimization) for each intonation pattern
class, the linear HMM models were implemented using
the HTK package [9].

3.2 Prosodic segmentation process
Automatic prosodic segmentation is carried out using

the same algorithms as in speech recognition: first, the
acoustic pre-processing is performed, in our case, this
is a prosodic-acoustic pre-processing as described in
Section 2; then in the decoding stage, Viterbi algorithm
is used to obtain the most probable intonation pattern
sequence. Hence we use only 7 different pattern classes,
and prosodic-acoustic observation vectors are only 14 di-
mensional and 1 or 2 Gaussians are sufficient for acous-
tic-prosodic modelling, the decoding process is very fast.

Similarly to a language model in speech recognition,
a prosodic grammar is introduced for prosodic segmen-
tation, which specifies the acceptable intonation pattern
sequences. This prosodic grammar is relatively severe,
but we found empirically that this improves significantly
prosodic segmentation performance, while the number
of cases where an error occurs due to insufficient gene-
ralization capabilities of the prosodic grammar is very low. 

The prosodic grammar is given as (using notations
from HTK Book [9], p.163):

(2)

Here, ‘<>’ symbol pair refers to one or more, ‘{}’ sym-
bol pair to zero or more repetitions. The ‘|’ symbol de-
notes alternatives, the ‘[ ]’ pair encloses optional events.
This proto-sequence is interpreted as the prosodic mo-
del of a sentence built from intonation patterns.

As a by-product of prosodic pattern alignment, the
start and ending times of intonation pattern are also cal-
culated. The example shown in Fig. 1 illustrates the re-
sult of the prosodic segmentation process. 

3.3 Integration of the prosodic segmenter into 
the speech recognizer

The output of the prosodic segmenter can be used in
speech recognizers to obtain more accurate results and
to reduce the searching space. Speech recognizers usu-
ally construct a graph (lattice) which specifies the pos-
sible outcomes (hypotheses) of the recognition process.
Each arc in the graph has its own associated scores
(weights) based on a calculation of acoustic and linguis-
tic likelihoods given the input speech signal. 

These scores can be re-evaluated (rescoring) with the
prosodic information, and so the final recognition result
(text output) takes into account prosodic characteristics
of the speech. The rescored lattice then goes through
the same parsing process as in a standard speech recog-
nizer. 

Using prosody for the improvement...
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Figure 1.  Result of prosodic segmentation 
for the Hungarian sentence “Az elôzô vizsgálattal összehasonlítva a choledochus most 11 mil l iméteres...”  

Bounds 
in the figure from
the top to down
represent 
spectrogram (1),
waveform (2), 
interpolated F0 (3),
energy (4), 
prosodic 
segmentation (5)
and underlying
word sequence (6).



The general recognition process with prosodic module
is illustrated in Fig. 2.

3.4 Rescoring of N-best lattices
As briefly shown earlier, rescoring of N-best lattices

is based on prosodic segmentation.  The basic idea is
that words or word chains (all recoverable from the N-
best lattice) whose syntactical boundaries match well
the prosodic structure defined by the prosodic seg-
mentation should be promoted, this means the
increase of their associated scores. Similarly, if the tem-
poral characteristics found in the lattice do not fit the
prosodic segmentation, the scores can be decreased.

However, the prosodic segmentation might also con-
tain some errors. In spontaneous speech, several charac-
teristic phenomena can lead to even higher prosodic
segmentation error rates: mispronounciations, self-cor-
rections, altered prosody or intensive emotions can all
disturb the operation of automatic prosodic segmenta-
tion. We have already presented a detailed error analy-
sis of the prosodic segmentation in our earlier work [8],
now it is sufficient to remember that prosodically pre-
dicted boundaries should also be treated carefully when
performing lattice rescoring.

As prosodic information is available in the supra-seg-
mental domain, its time resolution is broader than that
of the word or phoneme boundaries predicted by the
speech recognizer itself. To illustrate this, let’s have a
look at a final unvoiced fricative of a word: our reference
point in prosody is always the last voiced sound (vowel),
this uncertainty about F0 is than around the length of
a phoneme. 

To overcome such difficulties, the locations of syn-
tactic (sentence, phrase, syntagm or word) boundaries
(tB) are transformed to intervals to allow some ∆T time
shift when aligning prosodic segmentation to the lattice.
Within this interval, the boundary likelihood (LB) is the
highest in the middle and is decreasing towards the li-
mits as defined by:

where A and C are constants. (In our experiments to
be presented in Section 4, ∆T was set to 10 frames,
which equal 100 ms.) The cosine function was chosen
for its simplicity, as it is required that the point to inter-
val transform function has a flat maximum at tB and de-
creases towards the limits of the ∆T interval.

The N-best lattice rescoring is then performed as
follows. Each edge in the lattice has a word or a word
chain associated (with a combined acoustic and linguis-
tic score) and each node has its associated timestamp
corresponding to the start and ending times of the word
(chain) defined by the edges. A prosodic score is calcu-
lated based on the LB curve, which is the higher if the
actual node is the closer (see also Equation 3):

(4)

where tstart is the timestamp of the start node of the
word (chain) and tend corresponds to the timestamp of
the end node. wa and wb are weights.

Hereafter, LB(ti) is summed for each frame i of the
word (chain) – except the first and last k ones, where ti
is the time index of the actual frame:

(5)

where N is the total number of frames associated to
the word (chain), k =∆T=100 ms.

The new Screscored score of the edge (and so of the
word (chain)) is:

(6)
where
Scorig is the original score, wO and wP are weights.

4. Experiment: integrating the prosodic
segmenter into an ultrasonography
speech recognizer

This section presents an experiment in which the pro-
sodic segmenter functioned as part of a speech recog-
nizer. The integration of the prosodic segmenter into
the speech recognizer was carried out as presented in
Section 3.3, the operation of the system was the same
described in Section 3.4.

The speech recognizer was a Hungarian language,
continuous speech recognizer with a 4000 word abdo-
minal ultrasonography dictionary and a corresponding
bi-gram language model. This latter was binarized, so it
reflected only whether a word sequence was grammati-
cally allowed or forbidden. This reduction was used in
order to test the impact that prosodic information can
add to speech recognition. However, in large vocabulary
speech recognizers such a language model simplifica-
tion can be useful, as the creation of a language model
which covers representatively the application domain is
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Figure 2. 
Structure of a speech recognizer
with prosodic module

(3)



very time and money consuming, mainly for agglutinating
languages – like Hungarian –, where even a relatively
close application domain needs a larger vocabulary due
to the several inflected forms of basic words.

The ultrasonography speech recognizer was imple-
mented in HTK environment, using the “classical” 39
MFC coefficients, 32 Gaussian mixtures for each pho-
neme state and 10 ms frame rate. For training the 37
acoustic phoneme models, approx. 8 hours of speech
was used form MRBA [11] database. The training cor-
pus was segmented on phoneme level.

We integrated the prosodic segmenter into this re-
cognizer in order to analyse recognition performance.
The weights in equations (4) and (6) were set as follows:
wa=0,5, wb=0,5, wO=1, wP=2,5.

4.1 Results
The testing was carried out on a set of 20 medical

reports in the domain of abdominal ultrasonography. (A
report contains approx 10 to 20 sentences.) The base-
line and the integrated systems worked in an identical
environment (same conditions, same recorded reports).
Results are presented in Table 2. Out of 20, 6 medical
reports were representatively selected to be presented
in Table 2 in order to allow deeper analysis of results.
The overall relative increase in the number of correctly
recognized words was 3.82% for the whole test set.  

The relative change in the number of correctly recog-
nized words varies from report to report. In case of re-
port ID 03, the relative improvement was over 10%, how-
ever, performance might be the same (ID 08) or even
worse (ID 16) in the integrated prosodic segmenter sys-
tem than in the baseline system. Further investigating
each medical report and their prosodic segmentation, it
was found that a decrease in the performance of the
integrated system compared to the baseline one was
caused by the errors of the prosodic segmenter, which
can be misled by a less proper pronunciation in terms
of supra-segmental features, or the error of the pitch
detector algorithm can also lead to false boundary de-
tection (prosodic segmentation). 

Pitch detectors are sensible to hoarsed (glottalized)
speech, some errors were also caused by this phenome-
non. On the other hand, reports which were correctly ut-

tered concerning prosody, show a higher improvement
compared to the baseline system. A prosodically correct
utterance does not require per se professional voicing
skills, a common, prosodically well formed pronunciation
is sufficient.

Please note that in our algorithm, syntactical bound-
aries missed by the prosodic segmenter do not alter re-
cognition performance. Of course, the more syntactic
boundaries the prosodic segmentation reveals, the more
performance improvement one can expect. Prosodic seg-
mentation will never locate all of the word boundaries
within the speech based solely on supra-segmental fea-
tures, such a task would exceed even humans’ capabil-
ities. 

This is why we used rather the syntactical boundary
expression through the article instead of word boundary,
but note also that a syntactical boundary is always a
word boundary. We regard as proved that word bound-
ary detection based on prosodic features can improve
speech recognition performance.

As a general remark, we think that prosodic segmen-
tation is not always as accurate in the temporal domain
and in its resolution capabilities as it would be the ideal
one to locate syntactic boundaries. However, this prob-
lem can be solved by tracking of the phoneme sequence
which would allow a compensation of the prosodic struc-
ture in case of necessity. (Of course, tracking in speech
recognition is always back-tracking with some delay.)
For example, we have mentioned in Section 3.4 that un-
voiced phonemes at the end of words can evoke an un-
certainness concerning the F0 curve. Such a problem
could be more efficiently treated if we knew the under-
lying phoneme structure or at least if we calculated some
confidence of the prosodic segmentation based on pho-
neme context. We are planning to extend our research
in this direction in the future. 

5. Summary

Our article addressed the use of supra-segmental (or in
other words prosodic) features in speech recognition.
We have presented a prosodic segmenter, which aligns
syntactical unit assigned intonation patterns or si-
lence to the speech signal. Integrated into an automa-
tic speech recognizer, the prosodic segmenter is used
to locate the boundaries of syntactical units, which are

also word boundaries. At these boundaries,
a prosodic score can be joined by N-best re-
scoring to the acoustic and linguistic scores
available in the speech recognizers. Accord-
ing to our experiments, prosody exploited in
this way improves speech recognition perfor-
mance (and can help the place punctuation
marks as well). 

We think that the developed prosodic seg-
menter can also be of interest in natural lan-
guage processing tools, like syntactic analy-
zers.

Using prosody for the improvement...
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Ratio of correctly recognized words 
with baseline system vs. integrated system
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1. Introduction

Speech enhancement is a long-standing problem in
digital speech processing [1]. Several methods for noise
suppression have been elaborated during the past three
decades. The common assumption in most cases is the
slow variation of noise parameters, corresponding to the
linear speech model. 

As an example, a system worth mentioning uses an
auditory-model based filterbank with Wiener-filtering in
sub-bands [2]. According to published results these me-
thods give acceptable solutions in case of SNRs (sig-
nal to noise ratio) greater than 6...9 dB [3]. In case of
either lower SNRs or nonstationary noise the speech en-
hancement methods are based on non-linear models.
A non-linear model of human auditory system has been
applied for noise suppression in [4], while the recon-
structed phase-space representation of speech belongs
to the class of non-linear signal models [5]. The latter is
also the subject of the recent paper.

The structure of the paper is as follows. In the first
part the optimal representation of the clean speech is
reviewed, followed by the introduction of a noise sup-
pression method based on the notion of speech sub-
space. The generalised version, working in the reconst-
ructed phase space, is also introduced. Our numerical
results, achieved by realisation of the algorithm are pre-
sented in the fourth section. The paper ends with the
conclusions, acknowledgement and references.

2. Representation of the clean speech
in the transformed domain 
and in the reconstructed phase space

The noise suppresion method, presented in this paper,
is based on two assumptions. The first one is the exis-
tence of the optimal representation of the clean speech,
the second one is that the concept of reconstructed
phase space is suitable for speech processing problems.

Concerning the first assumption, a vector can be form-
ed from αn speech samples of the segment under press-

ing. If N denotes the number of samples in the segment,
the resulting vector corresponds to a vector of N dimen-
sional Euclidean-space. This vector s can be written as
a linear combination using the {tn} natural orthonormal
basis, where coefficients are the speech samples: αn=
(s,tn) and the n th component of the N-dimensional tn
column vector is 1, the others are 0. According to expe-
riences in solutions of practical problems in digital speech
processing, there exists an orthonormal basis, so that
by using this ‘optimal’ basis the speech vector can be
represented with fewer components than N [6]. The op-
timality means that the speech vector in question can
be given as 

(1)

where {vn} denotes the optimal orthonormal basis and
L<N holds. Moreover, the representation in (1) is opti-
mal in the sense that the value of the criterion function
below is

(2)

that is the mean square error is minimal (ideally L<N
and ||e||=0). By the assumtion of E{s}=0, we get R==K=,
which is the covariance matrix. The solution of (1) and (2)
is the {vn} eigenvector system of the covariance matrix,
and the minimal value othe mean square error can be
written using the corresponding eigenvalues as

where λn denotes the n th eigenvalue. The new rep-
resentation of the speech vector s can be computed as
a matrix-vector product using the matrix below

(3)

which has the eigenvectors in its rows correspond-
ing to eigenvalues organized in desending order.

The second assumption goes for the representation
of the speech in the reconstructed phase space. The
concept of reconstructed phase space applies to the
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motion equation of the discrete dynamical system, xn+1=
F(xn), where xn and xn+1 are D dimensional points in
the phase space, F denotes a suitable mapping. The
set {xn} of phase-space points constitutes the so-called
trajectory. This trajectory cannot be observed directly,
only through the non-linear mapping xn→g(xn) – the
resulting observable real number is the speech sample
αn= g(x n). By taking these samples in regular time inter-
vals TMV, one finally gets the speech sample sequence
{αn}. It is provable that when the condition M>2⋅D+1
holds, then from the number sequence αn the vector se-
quence {yn} can be reconstructed, which is equivalent
of the original vector sequence {xn}. The method of the
reconstruction is the so-called dimension embedding,
which results a vector

(4)

where τ >0 is the time lag (given by number of samp-
les here), and M>0 denotes the embedded dimension.
The equivalence mentioned above means that there
exists an invertible, smooth mapping h : yn (M,τ )→xn,
by which the two vector sequence in question can be
transformed into each other [7]. The values of the em-
bedding dimension M and time lag τ can be determined
experimentally, depending on the type of the speech
technology application. According to relevant literature
the value of the embedding window M ⋅ τ ⋅TMV is in the
interval of 1...5 ms [8].

3. Noise suppression 
in the reconstructed phase space by
using the sub-space method

The noise suppression algorithm, which can be given by
using the concept of the reconstructed phase space, is
in essence a generalisation of an earlier method publish-
ed in the relevant literature, so the latter is reviewed first.

The basis of the method is the property of the speech
described in Section 1, namely that the speech can be
optimally represented. It means, that the N dimension-
al orthonormal basis is not necessary for the represen-
tation, but L<N dimensional orthonormal basis is enough,
and ideally the mean square error value is zero. So, the
N dimensional speech vector can be found in an L di-
mensional sub-space, titled as ‘speech-subspace’.

The noise suppression algorithm determines an es-
timated, optimal speech vector from the noisy speech
samples. Let’s denote the noisy speech as

(5)
where w denotes the additive noise vector, uncorre-

lated with speech. Starting from the noisy samples, it is
necessary to give an estimate of the speech s~, so that
the expectation value of the norm of the diference s – s~

should be minimum, that is

(6)

First of all – similarly to the above discussed problem
– it is necessary to determine the optimal orthonormal

basis for the speech, however in this case only the noisy
speech vector u is known. By assuming that E{w}=0, and
using the previous assumption E {s}=0, gives E {u}=0.
Additional assumption is that the zero-mean noise is
white noise, if its covariance-matrix can be written as
K=

NOISE= σ2 ⋅ I= , where σ > 0 and I= denotes the NxN iden-
tity matrix. Because the speech and noise are uncorre-
lated, the correlation matrix of the noisy speech can be
written as a sum of correlation matrices of speech and
noise, respectively, that is

(7)

holds. As it can also be proven, the eigenvectors of
the noisy and clean speech are the same. The latter pro-
perty makes it possible to determine the estimated speech
vector, because the vectors of the orthonormal basis,
necessary for the ideal representation of the speech,
can be determined from the given noisy speech samp-
les. In other words, the optimal basis {vn} can be compu-
ted from the covariance matrix of the noisy speech, so
it is not necessary to know the covariance matrix of the
clean speech. Moreover, as a consequence of the sum-
mability of the covariance matrices (7), it is provable, that
the covariance matrix of the noisy speech in the trans-
formed domain is the diagonal matrix below:

(8)

According to our assumption described in Section 1,
the speech can optimally be represented in the sub-
space, spanned by the vectors v0,v1,.. . ,vL–1. In other
words, in case of noisy speech, in this sub-space both
speech and noise ‘can be found’, while in the orthogo-
nal complement, that is in the sub-space, spanned by
the vectors vL,vL+1,.. . ,vN–1, only noise ‘can be found’.

The noise suppression algorithm should be given in
the form of a linear transformation H=, that is 

(9)

The estimation error is the remainder r = s – s~. The
authors of [6] demonstrated, that the remainder signal

(10)

has two components. One of them correlated with the
speech, while the other is correlated with the noise. Be-
cause of this the task is not only to minimize the speech-
correlated component, but to suppress the noise-cor-
related component in a prescribed manner. This prob-
lem has been solved in [6] both in time domain and in
spectral domain. Our results concerning the time domain
have been published in [9]. In spectral domain it is also
necessary to minimize the speech-correlated compo-
nent, however it is possible to specify a noise suppres-
sion condition for every spectral component. Thus, the
noise suppression problem can be formulated as a con-
strained optimization problem:

(11)
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so that:

(12)

The first condition is a component-wise specification
for the remainder noise in the speech sub-space with
conditions of βn>0, respectively, while the second con-
dition is simply the zeroing the components in the noise
sub-space. The optimal transformation matrix can be gi-
ven by using the Karush-Kuhn-Tucker constraint optimi-
zation method as [6]:

(13)

where the column vectors of the matrix V= are the ei-
genvectors. For the values of γn two methods can be
found in [6]. In this paper the relationship below

(14)

has been used. The degree of noise suppression can
be set up with the experimental constant of κ≥1, also
affecting the distorsion of the estimated speech.

The method described above can be generalised to
the case of reconstructed phase space. Namely, the
latter as a model background makes it possible to gen-
erate an M-dimensional data set from a given single
noisy vector u = s+w by using the method of dimension
embedding. Because of its construction, for the result-
ing trajectory matrix U= MxN

the following relationship holds

(15)

Moreover, because for every corresponding sample
the relationship un = sn+wn holds, for the trajectory mat-
rix-based covariance matrix we obtain:

(16)
where

Because of this, the noise suppression procedure
above can also be applied for the estimation of the tra-
jectory matrix 

~
S= . Finally, from a given trajectory matrix es-

timate it is necessary to determine a speech vector esti-
mate s~, which can be peformed based on the construc-
tion of the matrix U=. This latter method differs from the
original sub-space method not only in determining the
data set necessary to determine the covariance matrix,
but in the estimation of the speech sample as well, be-
cause the phase space-based method results several
speech sample estimates for a given sample. 

The trajectory matrix used in our work is based on a
periodic extension of the noisy speech segment, so eve-
ry speech sample has exactly M estimates, and the final

estimate is their average. That is, in our case the weight-
ing matrix for the final estimate is not necessary, while
in other constructs it is needed [10]. More formally, the
element ui, j of our trajectory matrix can be given as

(17)

where N denotes the number of segment’s samples,
M denotes the embedding dimension, and τ denotes
the time-lag. It is worthwile mentioning that our covari-
ance matrix also differs from the empirical Toeplitz covari-
ance matrix of [6] and from those published in [5] and [10].

4. Realisation of 
the speech enhancement algorithm
and numerical results

In this work our goal was to demonstrate the method
and the algorithm, so we have analysed only one long
Hungarian sentence. The sentence was uttered by a na-
tive Hungarian male speaker, and the speech has been
sampled with 8 kHz sampling frequency followed by a
16 bit linear quantisation. The resulting speech sample
sequence was the ‘clean’ speech. However, even in this
case the value of the global SNR was 45,8 dB (com-
puted in active speech regions only). The noisy speech
has been computed using these samples by artificially
adding noise. The source of the noise samples is a part
of the RSG-10 noise database [11]. Because of the dif-
ferent sampling frequencies, a suitable re-sampling was
necessary before addition. The noise types, investigated
in this work were the following: white noise, pink noise,
high frequency channel noise. The noise level has been
set up using the energy of the clean speech, computed
in active speech regions.

The effectiveness of noise suppression has been
charecterized by the number below

(18)

(Signal to Residual Ratio), where the nominator is the
speech energy in the active speech region, and the de-
nominator is the energy of the residual signal (computed
on the same index-set as the nominator).

The noise suppression has been applied to a se-
quence of overlapped speech segments, using 50% over-
lap. The segment has been windowed using a Hanning-
window before enhancement, and the final estimation
has been computed by the overlap-add re-synthesis tech-
nique. The segment length, the embedding dimension,
the time lag, the dimension of the speech sub-space and
the value of the constant κ has been determined ex-
perimentally by many listening tests. The parameters γn,
necessary for the spectral method, have been estimat-
ed as follows. 

The value of σ2 has been estimated by the first eigen-
value of the noise sub-space, while the values of λn

SPEECH

have been estimated with the difference between the
eigenvalues in the speech sub-space and the estimated
value of σ2. The computation of the eigenvalues and ei-
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genvectors based on Jacobi’s algorithm, and the noise
suppression algorithm has been realised in C. Table 1
contains the numerical results obtained – they corre-
spond to those of published in the relevant literature
[5,10].

Table 1. 
The SRR values in cases of different SNRs and noise types
(segment length: 800 sample, embedding dimension: 20,
time-lag: 1 sample, speech sub-space dimension: 7,
empirical constant: κ=5)

It is seen from Table 1, that SRR values are greater
than SNRs, only if SNRs are lower than 6 dB. The rea-
son is a property of the method itself discussed in Sec-
tion 2, namely it is not only supresses the noise, but
distortes the speech as well. The graphical illustration
of the the algorithm can be seen in Figure 1. 

It impressively demonstrates the noise suppression
capability of the algorithm and also its speech distortion
effect.

5. Conclusions

We discussed a speech enhancement algorithm, work-
ing in the reconstructed phase space. 

The algorithm is based on dimension embedding, and
assumes the separability the speech sub-space and the
noise sub-space in the Euclidean space, determined
by the covariance matrix of the data set after embedding.
The Euclidean space in question is spanned by the ei-
genvectors of the covariance matrix above and the eigen-
vectors have been computed using Jacobi’s algorithm.
The data set has been determined after periodic exten-
sion of the speech segment, which differs from the pub-
lished methods. That means, the so-called weighting
matrix is not necessary for the estimation of the speech
sample in our method. 

The program has been tested using a Hungarian sen-
tence by artificially added noise using three noise types
and seven different noise levels. The enhancement ca-
pability has been determined numerically, the parame-
ters have been set up experimentally by many listening
tests. The best results have been achieved using the
parameters as follows: about 100 ms segment length,
50% segment overlap, Hanning window, overlap-add re-
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Figure 1. 
Noise suppression in case of -3 dB and white noise in case of the same parameters as in Table 1. 

(upper trace: original utterance, middle trace: noise speech, lower trace: enhanced speech)



synthesis, 20 dimensional embedding space, 1 sample
time lag, 7 dimensional speech sub-space. 

The values correspond well to those published in the
literature, not only in case of white noise, but in case of
high frequency channel noise and pink noise. However,
the algorithm is optimal only in case of white noise, for
other noise types it is necessary to apply a whitening
transformation.

Our further work is the automatic determination of
the values of the embedding dimension, the time-lag and
the dimension of speech sub-space, moreover the test-
ing of the method using a large noisy speech database.
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1. Introduction

WDM networks have successfully solved the capacity
issues, but the continuously changing traffic still causes
a serious problem for the operators. Emerging demands
often cannot be satisfied without modifying the network
design, which is quite costly and difficult, so operators
try to avoid this situation whenever possible. There is a
strong need for a system that can deliver the same capa-
city as WDM, with the design and provisioning flexibility
of SONET/SDH. The solution must ensure flexibility for
dynamically changing future demands.

The reconfigurable optical network offers the possi-
bility to increase or change services between sites with
no advanced engineering or planning, and without dis-
rupting existing services. In the past, reconfigurable op-
tical networking technology was too expensive or deli-
cate to be widely deployed. With recently matured silicon-
based integrated Planar Lightwave Circuit components,
reconfigurable optical add/drop multiplexers (ROADMs)
are now being installed by many operators. The techno-
logy called ROADM represents a real breakthrough for
WDM networks by providing the flexibility and functiona-
lity required in present complex networking environments.
Older, or fixed, OADMs cannot configure capacity at a
node without manual reconfiguration and typically sup-
port reconfiguration of only a limited number of wave-
lengths. In contrast, ROADMs allow service providers to
reconfigure add and drop capacity at a node remotely,
reducing operating expenses by eliminating the time and
complexity involved in manual reconfiguration.

ROADM by itself is not enough. Increased data ma-
nagement capabilities on individual wavelengths are also
needed to exploit the benefits of ROADM in metro and
backbone WDM networks. For instance, ROADM rings
are very sensitive to topology changes and need strict
monitoring and control of wavelength power to keep the
system in balance. The real innovation lies in the system
engineering related to the ROADM function, addressing

per-wavelength power measurement and management,
and per-wavelength fault isolation. Almost every optical
system vendor has commercial ROADM with wavelength
monitoring functions (see e.g. [1-4]).

The next step towards a fully reconfigurable WDM op-
tical network is the deployment of tunable Small Form-
factor Pluggable (SFP) interfaces, where the wavelength
allocation is modified according to the network changes.
The tunable dispersion compensation elements mean
another innovation. Nowadays these ready-made pro-
ducts can be purchased [5,6]. The evolution of optical
networks seems to tend towards a fully reconfigurable
network where the control and the management plane
(CP and MP) have new functions, such as determining
the signal quality, tuning the wavelength frequency, set-
ting dispersion compensation units, and – by using va-
riable optical attenuators – setting the channel powers.
Of course traditional functions (such as routing) remain
the main function of the CP and MP. Routing and Wave-
length Assignment (RWA) play a central role in the cont-
rol and management of optical networks. Many excel-
lent papers deal with the design, configuration, and op-
timization of WDM networks (see e.g. [7-8]). However,
they do not consider the physical parameters of the fully
reconfigurable optical network in the RWA method at all.

In this paper we propose a new ILP based RWA al-
gorithm where the control plane handles the routing and
the signal power allocation jointly. Nowadays in nearly
all types of ROADMs the signal power can be tuned with
variable optical attenuators (VOA) from the management
system. 

In metro WDM networks the signal power of the opti-
cal channels is determined by Cross-Phase (XPM) mo-
dulation and Raman scattering and not by the Brillouin
threshold. This means that the total power inserted in
fiber and not the channel powers has an upper bound.
In this case it is possible to increase the powers of some
channels up to the Brillouin threshold and at the same
time the other channel powers have to be decreased to
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fulfill the XPM and Raman scattering constraints. The pre-
viously mentioned idea can be used while configuring
lightpaths. Let us assume a very simple scenario, see
Fig. 1 In this case we have two wavelengths λ1 and λ2.
In Case “A” due to physical constraints node A can only
reach node C in all-optical way. If there is a demand be-
tween node A-D this can only be established with sig-
nal regeneration or in node B or in C. In case “B” it is pos-
sible to increase the signal power of λ2 to fulfill the OSNR
request at the node D. in this way it is possible to estab-
lished an all-optical connection between nodes A-D.

The proposed method can be used in existing WDM
optical networks where the nodes support signal power
tuning. The method also finds global optimum if it exists.

Figure 1. 
The difference of OSNR based routing and traditional
rout ing schemes

2. Physical feasibility

As mentioned before, our proposed algorithms use dif-
ferent channel powers in the same optical fiber. This app-
roach introduces many new problems related to physi-
cal feasibility. All physical effects were already investi-
gated using equal channel power allocation. The only
difference in our case is that the impacts of the effects
are different for each channel, since the signal powers
are different. In case of linear effects the signal power
has no influence on the dispersion and its compensation
schemes. The only linear effect which has signal power
dependency is the crosstalk in the nodes. We assume
that using the well-known power budget design process
the effects of the crosstalk can be eliminated.

More interesting question is how the
EDFAs react to the use of different chan-
nel power allocations. For this purpose we
made simulations using the VPI TMM/CM
Version 7.5 simulation tool [9]. We assum-
ed a system with 8 channels which are mul-
tiplexed and then amplified using EDFA
rate propagation modules. We aimed at in-
vestigating the difference between the uni-
form and the adaptive channel power allo-
cations. These results lead us to the conc-
lusion that the so far deployed EDFAs be-
have similarly in case of both uniform and
non-uniform channel power allocations in
a single optical fiber.

The other interesting question is about
the nonlinear effects, since these effects

highly depend on the used signal powers. The only so-
lution is to limit the signal power inserted in one optical
fiber. This must be done in both allocation schemes.
Another problem is the maximum allowed difference be-
tween the maximum and the minimum channel powers.
In our case this is an input parameter of the algorithm.
Determining this value is a hard task and is out of the
scope of this paper. Finally to conclude: according to the
results adaptive signal power allocation scheme can be
implemented in optical systems deployed so far. More-
over, the authors know existing WDM optical networks
operating without any error, where different channel po-
wers – though not intentionally – are used, since the po-
wer tuning was not performed for the inserted channels
in the ROADMs.

To investigate the relation between the signal power
and the maximum allowed distance, we consider a noise
limited system where other physical effects can be taken
into account as power-penalty. It is possible to prove by
analytical calculations that there is a linear relationship
between the channel power and the maximum allow-
able distance of an all-optical link [10,11]:

L = Lc ⋅ PmW (2.1)
where PmW is the input power in mW, L is the maxi-

mum allowable distance, and Lc is the linear factor be-
tween it. For typical constant values, used in telecom-
munications, Lc is between 500 and 2000.

3. Network and Routing Model

We applied the wavelength graph (WL graph) modeling
technique. The WL graph (which can be regarded as a
detailed virtual representation of the network) is derived
from the physical network considering the topology and
the switching capabilities of the devices (nodes). The
technique allows arbitrary mesh topologies, different types
of nodes and joint optimization of multiple layers. A simp-
ler version of the model has been first proposed in [12].

Figure 2. 
Model of switching device with optical and electronic
switching capabil i t ies, grooming and 3R regeneration 

(in the electronic layer)
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The model of an ROADM switching device assumed
in our simulations is shown in Fig. 2. The device can
perform optical switching and – through the electronic
layer – wavelength conversion, grooming and 3R signal
regeneration. The device is illustrated in Figure 2 has
an input and an output interface with a physical link (or
fiber) connected to each. Each physical interface sup-
ports two wavelengths (W= 2), marked by dark dashed
and solid lines. The signal powers of the wavelengths in
the right hand side physical link are different – as shown
by the small subfigure. The example also comprises two
demands (indicated by dash-dotted line): demand k pas-
ses through the switch in the optics, while demand o origi-
nates in this device in the electronic layer (so). A certain
length of fiber (lenPhyNode) is assigned to each internal
edge, e.g., edge (n, i), which corresponds to the amount
of signal distortion that the switching functionality intro-
duces in the demand path. The edges representing O/E
or E/O conversion are marked by grey color.

In routing we assume that WL conversion, grooming
and signal regeneration are possible only in the elect-
ronic layer, and that the noise and the signal distortion
accumulate along the lightpath. Actually, re-amplification,
re-shaping and re-timing – which are collectively known
as 3R regeneration – are necessary to overcome these
impairments. Although 3R optical regeneration has been
demonstrated in laboratories, only electronic 3R regene-
ration is economically viable in current networks.

The constraints of maximum input power in each fiber,
and maximum allowed distance as a function of the in-
put power of the lightpath have to be met. 

In addition we differentiate between two routing cases
and propose an ILP formulation for each (presented in
Sections 4 and 5).

In the first case (referred to as single-layer network)
we assume that a whole lightpath is assigned to each
demand from source to destination node. The signal
enters into the optical layer at the source node and
leaves it at the destination node. Wavelength conver-
sion, grooming or regeneration is not allowed elsewhere
along the path.

In the second case (referred to as multilayer network)
the path of a demand may consist of several lightpaths,
i.e. it can enter and leave the electronic layer multiple
times if necessary and efficient. In addition, in the second
case grooming is also applicable.

4. ILP formulation of OSNR based 
routing in single layer networks

In this section we introduce the ILP formulation of OSNR
based routing for single-layer networks (Fig. 3).

4.1 Constants
The WL graph contains nodes (V ) and edges (A ).

Edge (i, j) represents one edge in the WL graph. V→i

and V i→ represent incoming and outgoing edges of node
i, respectively. Symbol As w denotes the set of edges in
the WL graph representing switching function inside a
physical device; other edges represent wavelengths of
a physical link (Apl). The set of demands in the network
is denoted by O.

Ppl
max = 4-20 dBm, typically 10 dBm (4.1)

Constant Ppl
max means the upper limit of total power

in physical link pl in dBm. Ppl
max

l in the same in mW.

leni j (4.2)

Constant leni j is the length of the physical link which
the wavelength belongs to.

lenPhyNode = 90 km, typically (4.3)

Constant lenPhyNode corresponds to the length of the
fiber a switching device induces to the path of the de-
mand.

Lc = 1200 (4.4)

Constant Lc is the factor of the linear relation be-
tween the input power of a demand (in mW) and the
maximum distance the signal is allowed to reach.

α (4.5)

Constant α expresses tradeoff between optimiza-
tion objectives: minimal routing cost or minimal power.

so, to (4.6)

Symbols so and to represent source and target of
demand o.

(4.7)

Constant β is the maximum allowed signal power for
one channel in mW. Here n is integer a real number be-
tween 1 and W, and W is the number of wavelengths in
a fiber.
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Figure 3. 
End-to-end lightpaths are
assigned to each demand. 
In this example there are 
two demands (A-E and B-D).
Two lightpaths (A-E, B-D) 
are allocated, no grooming is
allowed on link C-D.



4.2 Variables

(4.8)

Variable po denotes the input power of demand o
divided by Ppl

max
l in.

(4.9)

Variable pij
o means the power of demand o on edge

(i, j) divided by constant Ppl
max

l in.

(4.10)

Variable yij
o tells whether demand o uses edge (i, j)

or not. (E.g., variable yo
mn= 0 in Fig. 2, since demand o

does not pass through edge (m,n), which represents the
first wavelength. On the other hand, variable yij

o =1, be-
cause demand o does use edge (i, j).)

4.3 Objective function
Minimize:

(4.11)

The objective function expresses that the sum of the
used edges should be minimized together with the sum
of input powers of demands. If we want to minimize the
total cost of the routing, constant cost factors should be
assigned to each edge.

Constant α decides whether optimization emphasis
is on minimal routing cost (α is close to 1) or on minimal
input power (α is close to zero).

4.4 Constraints
(4.12)

(4.13)

(4.14)

(4.15)

(4.16)

(4.17)

4.5 Explanation
Constraint (4.12) expresses that the sum power of

demands traversing a physical link (fiber) cannot exceed

the maximum allowed power of that link. Constraint (4.13)
tells that if the power of demand o in edge (i, j) is larger
than zero, than edge (i, j) is used by demand o. Const-
raints (4.14) and (4.15) express the flow-conservation
constraint of the power and of the y decision variables,
respectively, for every demand. Constraint (4.16) guar-
antees that a given edge can be used by only one de-
mand. Constraint (4.17) ensures that the total length of
demand o should be less than the distance allowed by
the input power of demand o.

5. ILP formulation of OSNR based
routing in single layer networks

In this section we introduce the ILP formulation of Sig-
nal Power based Routing for multilayer networks, which
can provide optimal solution for the joint problem of RWA
with grooming and of determining the signal powers of
lightpaths (Fig. 4).

5.1 Variables and constants
The symbols are similar to those introduced in 4.1.

In addition the set of lightpaths is denoted by L. A path
in the WL graph is considered as a lightpath if it goes
only in the optical layer without going up to the elect-
ronic layer. A lightpath does not traverse through any
electronic node except for the source and destination
nodes.

(5.1)

Variable pEF denotes the input power of lightpath
(E, F) divided by constant Ppl

max
l in.

(5.2)

Variable pij
EF means the power of lightpath (E, F) on

edge (i, j) divided by constant Ppl
max

l in.

(5.3)

Variable xo
EF
ij

expresses whether demand o uses light-
path (E,F) on edge (i, j) or not. 

(5.4)

Variable yij
EF indicate whether lightpath (E,F) uses

edge (i, j) or not.

(5.5)

Variable yi j expresses whether edge (i, j) is used by
the routing or not.

We use the same constants and calculated cons-
tants defined in 4.1.

5.2 Objective function
Minimize: (5.6)

The objective function expresses that the routing cost
(including network resources) should be minimized toge-
ther with the total of signal powers. If we want to minimize

INFOCOMMUNICATIONS JOURNAL

50 VOLUME LXIII. • 2008/7



the sum cost of the routing, constant cost factors should
be assigned to each edge. Constant α decides whet-
her optimization emphasis is on minimal routing cost (α is
close to 1) or on minimal signal power (α is close to zero).

5.3 Constraints

(5.7)

(5.8)

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

(5.15)

(5.16)

5.4 Explanation
Constraint (5.7) explains that the total power of light-

paths traversing a physical link or fiber (denoted by pl)
cannot exceed the maximum allowed power of that link.

In constraint (5.7) we calculate sum of the power of light-
paths going through those edges that belong to physi-
cal link pl. Constraint (5.8) is straightforward: it express-
es that edge (i, j) is used by lightpath (E,F) if any of the
demands – multiplexed into lightpath (E,F) – uses that
edge. Similarly it also tells that edge (i, j) is used by the
routing if any of the lightpaths use that edge. Constraint
(5.9) states that edge (i, j) is used by lightpath (E,F) only
if it is used by at least one demand. I.e., lightpath (E,F)
does not use unnecessarily edge (i,j). Similarly constraint
(5.10) expresses that edge (i, j) is used by the routing
only if it is used by at least one lightpath, i.e., a lightpath
is not created unnecessarily. Constraints (5.9) and (5.10)
are optional, since these rules are implicitly expressed
by the objective function. Constraint (5.11) simply means
that if the power of a lightpath on an edge is greater than
zero, then that edge is used by the lightpath. Constraint
(5.12) assures that the signal power of a lightpath is
the same along the whole path. Constraint (5.13) ex-
presses flow conservation constraint for demands. Const-
raint (5.14) assures that each edge is used by at most
one lightpath. Constraint (5.15) expresses the groom-
ing constraint, i.e., the sum bandwidth of multiplexed
demands cannot exceed wavelength capacity. Const-
raint (5.16) expresses the relation between the physi-
cal distance traversed by the lightpath and the signal po-
wer of the lightpath.

6. Benefits of the algorithm

It is a very hard task to illustrate the efficiency of the al-
gorithm since it gives obviously better results than the
traditional RWA algorithms. This is due to the additional
degree of freedom, namely, the tunability of the signal
power. In this section we illustrate some of the benefits
of the algorithm having in mind that for different input
parameters the results would be slightly different.

In our simulations we used the well-known COST 266
reference network (Fig. 5). Since this network is a long
haul network we have decreased the lengths of the links
by 25% to get a metro size optical network. The nodes
are fully optical nodes and the signal can not be 3R re-
generated or converted into the electronics once it is in
the optical layer. To demonstrate the advantage of the
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Figure 4. 
There are two demands 
(A-E and B-D). 
Altogether 4 lightpaths 
(A-C, B-C, C-D and D-E) 
are allocated. 
Grooming is applied 
on lightpath C-D.



proposed method we have introduced the concept of
“maximum routed demands”. This means that we have
randomly generated a certain number of demands, a traf-
fic matrix. If these demands could be routed, we increase
the number of demands, e.g. the size of the traffic mat-
rix, and route it again. This process continues until it is
not possible to route more demands anymore. This way
it is possible to find the maximum number of demands
which can be routed. The bandwidths of the demands
were equal with the capacity of one channel. The source
and destination pairs were chosen randomly. We used
the single layer routing scheme. The constants of the
routing algorithm were as described in Section 4.

The absence of solution can have two reasons: the
RWA does not succeed or the distance between the
source and destination node is too long i.e. the signal
quality will be inadequate. It has to be mentioned that
the proposed algorithm finds the global optimum of the
routing problem which is an NP-hard problem. There-
fore in some cases to find the maximum demands which
can be routed takes long time, approximately one week
for the COST 266 network with 8 wavelengths (W = 8)
and n =8, where n means the maximum allowed devia-
tion of signal power from the traditional power allocation
scheme (see Equation (4.7)). 

The “maximum routed demands” means the number
of successfully routed demands from a randomly gene-
rated demand set. If a certain number of demands could
be routed, we increase the number of demands and
route it again. This process continues until it is not pos-
sible to route more demands anymore. This way it is pos-
sible to find the maximum number of demands which
can be routed. The bandwidths of the demands were
equal to the capacity of one channel. The source and
destination pairs were chosen randomly. This timescale
problem is not a significant drawback of the proposed
algorithm since in real networks this kind of routing prob-

lem will not occur. Finding the global optimum (e.g., for
COST 266 network with 8 wavelengths, n =1.5 and 60
demands), takes approximately 10 minutes, which is a
really fast RWA solution. 

We compared the proposed algorithm with the tradi-
tional RWA algorithm (Fig. 6 and 7). On the y-axis the
maximum number of routed demands is depicted, while
on the x-axis the used routing schemes. RWA means that
we used the traditional routing scheme where each chan-
nel has the same signal power. The n =1 routing scheme
is similar to the RWA routing scheme. The only difference
is that in case of n =1 the channel powers can be lower
than the average of the powers. In RWA case this varia-
tion is not allowed. In n >1 cases we used the propo-
sed routing algorithm with n equal to the depicted num-
bers. 

The result marked as “MAX” is the number of maxi-
mum routed demands in case when physical effects are
neglected. The scale parameters mean that we chang-
ed the lengths of the used network link by multiplying
the original lengths with the scale parameter. In Fig. 6
the scale is 1, i.e., we used the original link lengths (geo-
graphical distances). In Fig. 7 the scale parameter is
1.25. 

In Fig. 6-7 it can be seen that the traditional RWA
algorithm can route 19 and 1 demands, respectively. While
by increasing the n-factor more and more demands can
be route until we reach a limit, where the RWA problem
is infeasible in itself (without considering physical effects).

The results lead us to a conclusion that just a small
amount of n-factor increases highly increase the num-
ber of maximally routed demands. In Table 1 we have
depicted the corresponding channel powers for differ-
ent n-factor values in mW and dBm. As it is to be seen
these values are much lower than the Brilluoin-threshold. 

To investigate the dependency of the proposed me-
thod on the number of wavelengths we made simula-
tions using the COST266 network topology and differ-
ent wavelength numbers (see Fig. 8). The figure shows
that while increasing the number of channels the maxi-
mum number of routed demands is increasing. This be-
havior is as expected when solving the RWA problem.
The interesting property is that if we double the number
of wavelengths and the n-factor is high enough, the ma-
ximum number of routed demands is more than double
in each case. This behavior is due to the way how the pro-
posed algorithm works. 

If we have more wavelengths, there are more pos-
sible variations how the signal power can be allocated.
Consequently, if the number of wavelengths is increased,
the performance of the proposed algorithm will improve.
However, as it was mentioned before, for higher number
of wavelengths (32-64) to find the maximum number of
demands which can be routed takes very long time, since
it needs many tests to find the exact number of demands
which can be routed. The other timescale problem oc-
curs when the number of demands is very close to the
maximum number of demands which can be route. This
kind of simulations can have long running time, more than
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a week. In other cases the running time of the
algorithm has a timescale of minutes even for
higher number of wavelengths.

7. Conclusion

In this paper we presented new RWA algo-
rithms where the power of WDM channels can
be adjusted. Our proposed algorithms per-
form joint optimization of routing (RWA) and
of determining signal powers of WDM chan-
nels. The proposed methods can be used in
existing WDM optical networks where the nodes
support signal power tuning. 

We gave the exact ILP formulation of the problems
to find the global optimum. In the simpler single layer
case it is not allowed to use the electronic layer at all
along a path, except for the source and destination
nodes, while in the more complex multilayer case elect-
ronic layer can perform 3R regeneration, grooming and
wavelength conversion. 

In the second case we carry out full joint optimiza-
tion of RWA with grooming (according to a given demand
set) and with determining the power of lightpaths (ob-
serving physical constraints). The multilayer optimization
proved to be too complex for even small networks, while
the single layer ILP formulation is practically applicable
for moderate size networks. 

However it is still worth looking for fast heuristic app-
roaches. For such heuristic methods our ILP based op-
timal solutions can be regarded as a baseline for com-
parison.
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1. Introduction

Today it is becoming increasingly important to transmit
data as close to the users as possible, but at a lower
price, offering a convenient bit rate. It is mostly the ten-
dency in metropolitan area networks (MANs). Coarse
wavelength division multiplexing (CWDM) standard is sui-
table for this purpose, using the 1270 nm-1610 nm band
with 20 nm channel spacing for 18 channels. In most ca-
ses only the top wavelength band is built in CWDM sys-
tems, using 8 channels from 1470 nm to 1610 nm be-
cause of the fiber’s OH- attenuation peak at 1383 nm and
the lack of high-quality lasers near 1400 nm.

Nonlinear optical effects occurring in wavelength-di-
vision-multiplexed systems have been studied exten-
sively by previous literature, but so far, to the best of our
knowledge, there has been no study that summarizes
the impacts of the significant linear and nonlinear opti-
cal effects in CWDM systems and derives the optimal
inserted signal power in view of them.

The paper presents an analytical model and calcula-
tion results for the signal quality degradation in 8-chan-
nel and 18-channel, 2.5 Gbps point-to-point CWDM links
due to physical effects. We performed the calculations
for 3 different fiber lengths: 60 km, 100 km, 140 km. We
used the results to determine the highest input signal po-
wers at which the signal quality remains convenient. We
regarded these powers as optimal inserted powers.

2. The theoretical model

Nonlinear optical effects occurring in
the DWDM systems have been investi-
gated in [1,2]. In the case of CWDM
systems only the stimulated Raman-
scattering (SRS) and the stimulated
Brillouin-scattering (SBS) have signifi-

cant impacts because of the shorter fiber lengths and
the lower signal powers [2,3]. Since most CWDM systems
work at 2.5 Gbps per channel bit rate, this bit rate is as-
sumed in the model. The polarization mode dispersion
(PMD) and the polarization-dependent loss (PDL) are
neglected because of the relatively low bit rate [4]. Dis-
persion compensation units (DCUs) are widely used in
DWDM systems, but ignored in CWDM systems, conse-
quently group velocity dispersion (GVD) is important and
affects differently each channel. The studied architec-
ture is shown in Fig. 1. The main purpose of our opti-
mization is to reach the highest power at the transmit-
ter (point P) at which the signal quality remains conve-
nient at the receiver (point Q), see Figure 1.

The bit 1 and the bit 0 signal levels are assumed to
be Gaussian random variables with µ1 and µ0 mean
values and their standard deviations are σ1 and σ0. The
signal quality at the receiver point is described by the
Q-factor:

(1)

For the calculations we used the numerical data of
the prevalent ITU-T G. 652 single mode optical fiber.

2.1 The impact of the transmitter intensity noise
Beyond physical effects of propagation the model

considers the transmitter intensity noise. Amplifiers are
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Figure 1.  The studied architecture



not widespreadly used in CWDM systems so amplifier
spontaneous emission (ASE) is not involved in the mo-
del [5]. But the noise produced by the relative intensi-
ty noise (RIN) of the laser must be considered. The RIN
is power-dependent and we used the -120 dB/Hz maxi-
mum value (RINdB) at 0 dBm signal power, which is pre-
valent for CWDM transmitters [6]. A method shown in [7]
is used to calculate the dimensionless noise ratio (σ) of
a signal:

(2)

where Bc is the receiver electrical bandwidth. Denot-
ing the signal powers 1 and 0 by P1 and P0, taking the
prevalent 7.4 dB extinction ratio for P1/P0 at the trans-
mitter point and assuming that the power dependence
of the RIN [1/Hz] is proportional to 1/P3 [8], the RIN-re-
lated noise of the signal levels can be readily calculated. 

2.2 The propagation-related effects
The propagation-related effects include the chroma-

tic dispersion and the stimulated Raman-scattering. The
stimulated Brillouin-scattering limits the power so that the
total inserted power is backscattered above the Brillouin-
threshold. Since many technologies exist to increase the
Brillouin-threshold thus present calculation is executed
both, below and over the calculated Brillouin-thresholds.

2.2.1 The effect of the GVD
To calculate the effects of GVD onto the signal we

sampled it at the half of the bit period at the ending point
of the fiber. The chromatic dispersion changes the origi-
nal signal shape, therefore the sampled signal level dif-
fers from the maximum of the level inserted into the fiber
at the starting point.

The change of the signal shape is calculated using
the equations shown in [1]:

where (4)

is the attenuation-normalized envelope, z is the dis-
tance from the starting point of the fiber,

(5)

is the time measured at the coordinate system moving
with the envelope, vg is the group velocity, P is the power
inserted into the investigated channel, α is the attenu-
ation,

(6)

is the Fourier-transform of the inserted signal at z =0.
β2(ω), which is the second term in the Taylor series of the
mode propagation constant, is calculated using the di-
sclosed D (λ) dispersion parameter of the ITU-T G.652
fiber [9]:

(7)

For further calculations the knowledge of the U (z,T )
signal shape is required. For directly modulated semi-
conductor lasers the signal shape is well approximated
by the super-Gaussian function [1]:

(8)

where T0 is the half-width at the 1/e intensity point,
C is the chirp parameter characterizing the time depen-
dence of the spectral power density of the laser and
the m parameter controls the degree of the pulse edge
sharpness. Using disclosed transmitter data [10], a real-
istic estimation is m =3. In our calculation we use a typi-
cal value of C =-3,6 [11]. We suppose that the chirp pa-
rameter is independent of the modulation frequency and
the intensity [12]. 

Because of the non-return-to-zero (NRZ) modulation,
the shape of a given bit pulse is modified not only be-
cause of its dispersion but the dispersion of the previ-
ous and the subsequent bit. We assumed that the im-
pacts of the pulses further from the investigated pulse
than 2 bit times are neglected. For both bit 0 and bit 1
signals we performed the calculation in the cases of each
possible adjacent bit, assuming these bit sequences to
have the same probability. In the case of bit 1, the 010,
011, 110, 111 sequences are investigated and they have
one by one 1/4 probabilities, similarly in the case of bit 0,
the 000, 001, 100, 101 sequences are investigated and
have also one by one 1/4 probabilities. Simulating NRZ
modulation, the group velocity dispersion related µ1GVD
and µ0GVD mean values are calculated at the ending point
of the fiber. In our model we use the previously released
approximation [13] that the chromatic dispersion affects
the mean values but leaves the standard deviations in-
variably, see Equation (1).

2.2.2 The stimulated Raman-scattering (SRS)
Stimulated Raman-scattering is an inelastic scatter-

ing process in which higher energy photons of the pump
wave scatter on the medium molecules producing lower
energy photons and optical phonons. The original beam
is called pump wave, the beam containing the lower
energy photons is called Stokes wave. If there are pho-
tons at the lower energy state, SRS becomes an ampli-
fication process, [1]. In the case of CWDM systems it
happens if the frequency difference of two channels is
in the Raman gain bandwidth (Fig. 2). This way energy
is transmitted from the higher energy channels into the
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Figure 2.  The Raman gain spectrum



lower energy ones. Amplification occurs in the parts of
the fiber where the bit 1 signal of the pump wave over-
laps the bit 1 signal of the Stokes wave. In the case of
SRS the Stokes waves have the same direction as the
pump waves therefore noise is produced both in the
Stokes waves and in the pump waves, deteriorating the
signal quality.

Investigating the interaction of only 2 channels with
narrow channel spacing, the interaction of the pump and
the Stokes wave has already been studied in [14]. This
model is ideal for DWDM-related calculations, where the
channel spacing is approximately 1 nm. The model must
be modified in the case of CWDM systems because of
the 20 nm channel spacing. 

The integral formula which describes the SRS cross-
talk includes a gR’∆fj i factor where i denotes the num-
ber of a pump channel and j denotes the number of a
Stokes channel, ∆fj i is the frequency difference between
the pump and the Stokes wave, gR’ is the Raman-gain
slope, which is the derivative of the Raman-gain spect-
rum near ∆ωj i  =0.

In the case of CWDM systems, the gR’∆fj i factor must
be replaced by gR (j, i), which is the Raman-gain value
at ∆ωj i. Figure 2 shows the Raman-gain spectrum of
the ITU-T G. 652 single mode fiber using 1550 nm pump
wavelength. The gain value is inversely proportional to
the pump wavelength [1].

In [14], the depletion of the pump channel caused by
the SRS is characterized by a Gaussian random variable
x (z,t ), where z and t denote the distance from the start-
ing point of the fiber and the time. Approximating the
waveforms by NRZ-modulated rectangular shapes, the
deviation and the mean value of x (z,t ) denoted by σx
and µx can be calculated [14]. In this case, z equals to
the fiber length.

In the current many-channel case we used the app-
roximation that the interaction of the channels can be
discussed by each possible combination of pairs of pump
waves and Stokes-waves. In this case, σx and µx are re-
placed by σx j i and µx j i representing the interaction of
channel j and channel i. For a given channel i we sum-
marized the impact of all the other channels to deter-
mine the evolution of the power in channel i :

(9)

(10)

where W is the number of the channels. In (9) the
mean values of channels that describe the power scat-
tered from channel i are positive, and the mean values
that describe the power scattered into channel i are ne-
gative. We assume that each impact can be described
by independent probability variables; Equation (10).

Using (9) and (10), the real effect of SRS on the sig-
nal level and noise, µ1SRS and σ1SRS respectively, can be
calculated for each channel [14].

2.3 Calculating the Q-factor
Q-factors are calculated one by one for each chan-

nel to describe the total impact of the GVD, the RIN and
the SRS at given fiber lengths as functions of the in-
serted power. They are calculated using the approxi-
mation that the GVD and the SRS act independently.
In our model, the same signal power was inserted into
each channel. The attenuation is taken into account by
a multiplication with e–αL, where α and L denote the
attenuation and the fiber length.

As it can be seen by the next equations, in this mo-
del the attenuation has no effect on the Q-factor:

(11)

We note that irrespectively of this the receiver sen-
sitivity limits the minimum received power. 

Furthermore we define the QSRS to describe the effect
of SRS alone on the signal quality:

(12)

and similarly

(13)

In (12) we used that the SRS has effect only on the
signal level 1, and in (13) it is used that the GVD have ef-
fect only on the mean values, while SRS modifies only
the deviations.

3. Calculation Results

In this section we present the calculation results for the
Q factors of the 8-channel CWDM systems that uses the
upper CWDM wavelength band and also for 18-chan-
nel systems that uses the whole band. We performed
the calculations for 3 different fiber lengths and present
the Q factor values of each channel at the receiver point
as a function of the inserted power. 

We assume that the signal quality remains conveni-
ent if Q≥14 for each channel. This choice is made with
the estimation that the signal quality is convenient if
Q ≥7, and if the Q factor is reduced by the physical ef-
fects to Q≥14, other effects occurring in the network can-
not reduce it below 7. Using this assumption, the maxi-
mum inserted power for a given system configuration is
defined as the highest inserted power at which Q≥14
for each channel. The channel for which Q=14 at this po-
wer is called the most power-sensitive channel. Table 1
summarizes the main parameters of the optical system
used for the calculations.  

Fig. 3 shows the general behavior of QGVD,RIN, QSRS
and Qtot as functions of the inserted power. The example
shows the Q factor values of the 1470 nm channel in the
8-channel system with 140 km fiber length.

Determining the optimal signal power...
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Table 1. The main parameters of the optical system

As it can be clearly seen, increasing the inserted po-
wer produces increasing QGVD,RIN, because the propor-
tion of the RIN to 1/P3 produces decreasing σ1RIN and
σ0RIN, while the effect of the GVD does not depend on
the inserted power but it is a function of the fiber length
and the wavelength of the channel. However, if the in-
serted power is high enough, the effect of the SRS be-
comes significant and deteriorates the signal quality,
therefore QSRS decreases. Taken all round, a maximum
value of the Q factor at a given power exists for each chan-
nel in each system configuration at different power values.

Fig. 4 shows the power-dependence of the Q factors
calculated for each channel in 8-channel and 18-chan-
nel systems with 60 km, 100 km and 140 km fiber length.
We show the Q factor values of 3 channels in the case
of the 8-channel systems and the Q factor values of 4
channels in the case of the 18-channel systems including
the most power-sensitive channel in each case.

In the case of the 8-channel systems the most power-
sensitive channel has a relatively low wavelength. The

inserted powers that belong to the maximum values of
the Q factors for different channels are changing even
for the same fiber length, but they are all near 15 dBm.
This aberration is caused by the wavelength dependence
of the GVD and the SRS. 

In the 18-channel case the wavelength of the most
power-sensitive channel is in the medium wavelength do-
main in contrast to the 8-channel case. The power values
that belong to the maximum Q factors of different chan-
nels differ for the same fiber length in this case too, but
the power values are on average higher than in the 8-
channel case, they are near 20 dBm. 

We defined the optimal signal power to be the highest
power at which Q ≥14 for each channel. Table 2 shows
these power values both for the 8-channel and the 18-
channel systems. 

Table 2.  The optimal signal power values 
for the 8-channel system with different fiber lenghts (Q≥14)

The optimal power values of the 18-channel system
are appreciably higher than those of the 8-channel sys-
tem, which is a direct consequence of the higher chan-
nel number. The optimal power values do not increase
linearly with the channel number because of the increas-
ing intra-channel interaction.

Finally, we can answer a question: “Can a signal be
better after 140 km than after 100 km?” Yes, it can, as it
is clearly seen by Figure 4. and by Table 2. The Q factor
values and the optimal signal powers are higher than
after 100 km in both the 8- and the 18-channel case.

The key is the dispersion of the super-Gaussian sig-
nal shape. This shape not only broadens but produces
peaks and valleys because of the GVD [15]. For appro-
priate fiber lengths, e.g. 140 km, a dispersion-induced
peak arrives at the ending point of the fiber, enhancing
the Q factor considerably.

4. Conclusions

In this paper we presented the dependence of the phy-
sical effects and the signal quality on the signal power
and the fiber length for 2.5 Gbps CWDM systems. We
show by analytical calculations what the optimal signal
powers are for different network scenarios. These re-
sults are useful tools for network designers for improv-
ing their optical network or even redesigning their power
budget calculations.
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In 2003 the European Project MUSE – Multi Service
Access Everywhere (http://www.ist-muse.org/) – aimed at
developing such solutions which are able to serve tens
of thousands of users under favorable, low costs. To carry
out this task, several European telecommunication insti-
tutes (e.g. Alcatel-Lucent,  Ericsson, Siemens, Deutsche
Telekom, British Telecom, France Telecom, Poland Tele-
com and other research institutes) joined to perform such
research and technical deployments and developments
which are able to expand the services of network (such
as quality, reliability, security, etc.) by using primarily the
already existing elements and to improve the ability of
network management by utilizing the already existing
tools and solutions. In design of the probable and fea-
sible solutions a great deal of architectural aspects and
service provider roles had to be taken into account.

These are depicted in the figure below. 
The Department of Telecommunications and Media

Informatics (http://www.tmit.bme.hu/) of Budapest Univer-
sity of Technology and Economics took its share of this
work, certainly in the topics closely related to applied and
basic research. 

The participation of the department focused essen-
tially on the performance analysis and network manage-
ment of Ethernet networks however, we have proposed
research results e.g. of addressing and switching schemes
of IPv6.  

Our main achievements were attained in the traffic
optimization of the Ethernet access networks which takes
criteria into account such as quality of services and reli-
ability of networks, and in modeling of DSL packet-level
scheduling, as well as in the performance analysis of
spanning-tree protocol process. From the first mention-
ed subject an entire thesis has been materialized, but
the other subjects are also taken place in other disser-
tations.  

Besides the research subjects, the demonstration of
multi layer topology discovery methods of heterogeneous
access networks is also important to mention, which tra-
veled through Europe in the last two years (2006-2007)
of the project. The demo was shown in open and exclu-
sive presentations in Vienna, Stockholm and Antwerp. 

Beyond the research goals – if we would like to eva-
luate the results of the project – it is also an important
aspect that the European participants, including our-
selves, were able to receive a good picture about the
future goals of their partners and competitors, so the
common shaping of the determinant guidelines and po-
licies in telecommunications might be possible in the near
future.

To common satisfaction, we took our part from the
work in proportion to our role.
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In serving the growth of the number of subscribers and the magnitude of access services the leading role of the Ethernet-

based technologies in the access networks is indisputable nowadays. However, new and unified solutions are required in the

range of services, the quality of services and the reliability of networks to keep the costs of investment (CAPEX) and opera-

tion (OPEX) low.

MUSE access architecture
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The project acronym stands for Infrastructures for
broadband access in wireless/photonics and Integration
of Strength in Europe. ISIS integrates the research acti-
vities of 19 organisations from 12 different countries and
aims to strengthen European scientific and technologi-
cal excellence in low cost optical solutions for broad-
band access, and the merging of wireless and photonic
technologies. 

The project addresses broadband analogue and digi-
tal communication systems like Fibre-to-the-Home (FTTH),
the contribution of optical technologies (in the domain of
microwave and millimetre-wave photonics) to systems
for future fixed and mobile broadband access, low-cost
access and edge network equipments, together with ad-
vanced wireless sensor network technologies both in
microwave and millimetre-wave bands. 

Besides scientific work, the cooperation includes sig-
nificant integrating mechanisms such as organisations
of training courses, summer schools, workshops, student
and researcher exchanges and development of joint re-
search platforms and tools. On the one hand these events
allow faster and more effective penetration of the latest
research results into the university education, on the ot-
her hand strong, useful contacts and relationships are
created between the different European research orga-
nisations, which can end up in possible future joint pro-
jects and cooperation.  

After two years of work one of the most important
tasks of the last project period is to ensure the sustain-

ability of research results, aiming at industrial applications
in the covered scientific area by opening of photonic-wire-
less research platforms and test laboratories for Euro-
pean small and medium size enterprises (SME). 

More information is available at the project home page:
www.ist-isis.org.

The Optical-Microwave Telecommunication Laboratory
of the Budapest University of Technology and Econo-
mics has contributed to the research work of the project
by optical network analysis for optimizing subcarrier mul-
tiplexed HDTV transmission over the band of 10 Gbps
baseband optical transmission and by establishing an
IEEE 802.15.4 ZigBee Wireless Sensor Network. Consi-
dering the merging of wireless and photonic technolo-
gies the main field of research work is now being focu-
sed on optical crossconnects between subnetworks of
wireless sensor systems. In this case the optical fibre
based communication operates as an extension of the
wireless network, and thus it enables the remote moni-
toring of the network or just the substitution of the radio
link in case of high wall attenuations in in-door environ-
ment. 

The research results of the ISIS project have been
published in international journal papers and confer-
ence proceedings and this publishing activity will hope-
fully allow fruitful joint research activities in the future,
both on national and international level.

Hungarian participation 
in the Network of Excellence ISIS

MÁRK CSÖRNYEI

Department of Broadband Infocommunication and Electromagnetic Theory,
Budapest University of Technology and Economics

The Optical-Microwave Telecommunication Laboratory at the Department of Broadband Infocommunication and Electromagnetic

Theory of the Budapest University of Technology and Economics has participated in several successful EU projects during the

last couple of years. Recently the laboratory is involved in the IST-ISIS project which is a Network of Excellence supported by

the Sixth Framework Programme for Research and Technological Development (FP6) of the European Union. 
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By 1978, the digital transmission was already wide-
spreadly used in telecommunication networks; standards
were accepted and maintenance methods were estab-
lished. After a long period of experimentations, the first
stored-program time-division switches were introduced.
The attenuation of optical cables gradually decreased
and it became already possible to transmit signals of
several hundreds of Mbps at less than 5 dB/km. These
new technologies required new recommendations and
new planning methods.

CCITT, the predecessor of the International Telecom-
munication Union, recognized this demand and prepared
the “General Network Planning Handbook” to facilitate
the development and planning. Recommendations re-
lated to the applications of the new technologies were
prepared by several committees for the 1980 General As-
sembly at a joint meeting in early fall 1978. Here, one of
the leaders of the Paris institute CNET, A. Spizzichino,
proposed the idea of organizing a series of symposia in
order to permanently follow the new results in research
and technology. 

He invited a small group of specialists to become mem-
bers of the organizing committee, and thus the new con-
ference series called Networks was founded. At the first
meeting, participants were also Chris Nivert (Sweden),
W.E. Falconer (USA), F. Alvarez Casals (Spain), Keith
Ward (UK), Anthon Mullen (Ireland), J.C. Lutcheford (Ca-
nada), Prof. D. Cagliardi (Italy) and N. Noort (The Nether-
land). It was decided to hold the conferences tri-annu-
ally at different locations. There was also an agreement
to keep away business-type presentations and also that
the number of participants shall be limited to 400 to make
possible an efficient exchange of ideas. The next meet-
ing was scheduled to the following year, with the objec-
tive to discuss the program of the first conference to be
held in 1980. We started its organization via intense cor-
respondence and a preparation meeting was held where,
in addition to the above people also H. Ikeda (Japan)
and R. Meisel (Germany) took part. 

After the success of the First International Network
Planning Symposium held in Paris, it was decided to or-
ganize the second one in Brighton, England. Its host was
Keith Ward, who did an excellent job with the help of the
organizing committee, whose members became good
friends by that time. 

The third conference was held in Florida, USA, in a
small holiday village. One of the most important lessons
I learned at this conference was that, due to the de-
creasing prices of the electronics and increasing real

estate prices, not only the equipment costs should be
optimized but also the installation costs have to be ta-
ken into account and the latter can be the key cost com-
ponent. This trend later continued and had an increas-
ing role in network design. 

The 1989 conference was organized by the Spanish
team lead by the highly energetic Pietro Caballero who
replaced F. Alvarez Casals in the International Scientific
Committee. France was represented by M. Peyrade be-
cause of Spizzichino’s health problems and Germany
replaced Meisel by Peter Heuer. This team then conti-
nued to work together for a long time and had many in-
teresting technical discussions on topics that otherwise
were not publicly discussed. 

Then Japan volunteered to host the 1992 confer-
ence, also the preparatory meeting was held in Japan
which was a good opportunity to get acquainted with
some Japanese information technology laboratories and
see how much investment was done in research and
development, which, according to the hosts, was sup-
posed to have a short return. At this conference we were
witnessing the penetration of the computing technolo-
gies which influenced the network design, operation and
equipment technologies. Here we could first encounter
with the virtual reality, with presentation technology that
demonstrated the status of the worldwide network and
with real-time planning methods that adjusted the traf-
fic routing to the actual traffic and technical conditions.

After a conference which was considered to be highly
successful in every respect, our task was to organize the
1994 conference in Budapest. The opening ceremony
was held in the historic building of the Pesti Vigadó. With
the support of HTE, the Hungarian Scientific Society for
Telecommunications, an excursion was organized to Vi-
segrád, a medieval royal town not far from Budapest, and
the conference banquet with a folk dance program was
held in the building of the National Gallery. There were
changes in the organizing committee: W.E. Falconer and
Chris Nivert from the original team unfortunately could
not be there and Noort was also missing because of his
long-term travelling. The USA was therefore represented
by Steve Chen and The Netherlands by Mr. Harmsen.
The most significant technical event of the conference
was the talk of Steve Chen, who showed that tariffs in-
fluence the design to the greatest extent due to the con-
tinuing decrease of equipment prices. Therefore the ca-
pacities should be determined using risk assessment so
that all calls are transmitted with a high probability and
thus the revenues are maximized. 
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In 1996 the conference was organized in Sydney,
Australia. By that time it became clear that the organi-
zation cannot be successful without industrial support.
Therefore, an exhibit was organized as a parallel event
with 10-12 booths demonstrating telecommunication pro-
ducts. Here we could feel the first time that telecom in-
dustry and services are not country-specific and the world
is open to international competition, therefore compa-
nies showed new product in a very careful way to avoid
disclosure of information to their competitors. Thus in-
stead of public announcements some pieces of sensi-
tive information could only be obtained during lunches
and coffee breaks. 

Next time Italy organized the event in 1998, and the
conference was held in the South Italian city of Sorrento.
By that time, after 20 years, the international organizing
committee was almost renewed, only a few members of
the original committee were present, some of them only
as presenters or participants. I too transferred my place
in the committee to Gyula Sallai in 1994. 

The 2002 event was organized in Munich, Germany,
by Mr. Gross, the head of application technology at Deu-
tsche Telekom. Here the number of participants hardly

reached 300, and it became obvious that the series can-
not be continued based on the 1978 principles only. That’s
why or maybe also for other reasons that there was not
enough application to host the meeting overseas, and
it was decided to break the tradition of alternating sites
in Europe and overseas. The German Electrotechnical
Society VDE volunteered to organize the 2004 event in
Vienna, Austria. Here the trend of decreasing participa-
tion continued but the event nevertheless was useful as
well as pleasant. 

Unfortunately it became more and more difficult to
organize international conferences due to the high com-
petition and there was a feeling that there would be no
volunteer for the organization from Europe or North Ame-
rica beyond 2006 as the countries of both continents
have already fulfilled their obligations. Therefore, at the
organization meeting after the Vienna conference in
2004, it was decided that India would host the next event
with the support of the international community. Here the
participation was the lowest so far mostly due to the high
travel expenses. 

Now we arrived to 2008 when a country, Hungary, will
host the conference second time.
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